Genomic biomarkers in predictive medicine. An interim analysis
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Current genomics and biotechnology promise the development of biomarkers to predict individual disease risk, enable early detection of disease, and improve diagnostic classification to better inform individualized treatment. I discuss these objectives, commenting on progress to date and obstacles to future success. The discussion mainly uses examples from oncology where the nature of the disease has expedited genomic approaches for developing biomarkers. Many of the lessons being learned in oncology, however, should be applicable to other chronic diseases.

Biomarkers are biological measurements that can be used to predict risk of disease, to enable early detection of disease, to improve treatment selection and to monitor the outcome of therapeutic interventions. One major motivation of the Human Genome Project was the identification and development of such biomarkers for ‘personalized, preventive and predictive medicine’. Although the sequencing of the human genome has had profound impacts on biomedical research in many other fields, and while it is still too early to fully assess its impact on biomarker development (Lander, 2011), I will provide an interim analysis and identify some of the roadblocks to progress.

One of the greatest problems in the development and validation of biomarkers is the ambiguity of the term and the failure to recognize that biomarker validity means fitness for intended use. An enormous amount of resources is simply wasted because researchers do not focus clearly on an intended use. This is seen, for example, in the gap between the enormous literature on prognostic biomarkers and the limited use of such markers outside research. Failure to focus also results in misleading claims for early detection biomarkers based on studies with inappropriate controls. Here, I shall discuss separately several broad categories of intended use as illustrated in Fig 1 (summarized in Box 1).

Biomarkers of Disease Risk

The development of genetic biomarkers for predicting risk of disease in individuals has had limited success to date. Numerous large whole-genome association studies (Ioannidis et al, 2010) involving thousands of patients have been conducted for many chronic diseases. These studies have genotyped cases and controls in order to identify germ-line polymorphisms that put individuals at higher risk for developing a specific disease. Many genetic loci have been identified as statistically significant and, in some cases, are providing valuable leads for understanding the biological basis of the diseases. However, the strength of the associations is often far too weak to provide much value for counselling individuals (Bloss et al, 2011). Ioannidis et al reviewed 56 GWAS reporting 92 statistically significant associations between cancer phenotypes and genetic variants and found a median per-allele odds ratio (OR) of 1.22 with an interquartile range of 1.15–1.36. The absolute risk of disease for a subject with a high-risk allele can be considered the ‘positive predictive value’ of the genetic test and can be expressed $PPV = \frac{RR^\pi}{1 + \gamma (RR - 1)}$, where $\pi$ denotes the prevalence of the disease, $\gamma$ denotes the prevalence of the high-risk allele and $RR$ denotes the relative risk of disease for a subject with high-risk versus standard risk allele. Most diseases have sufficiently low prevalences that the OR and $RR$ are essentially equal. From this formula one can show that the PPV is no greater than RR$^\pi$. So if the RR is 1.22 and the disease prevalence is 5% ($\pi = 0.05$), then the absolute risk of developing the disease for a subject with a high-risk allele is no greater than 6.1%. If the RR were 5, then the absolute risk of developing disease for a subject with a high-risk allele could be as large as 10% for a disease with 5% prevalence in the population.

There are several possible explanations for the ‘low penetrance’ (low PPV) of the identified genetic loci. For oncology, a major reason is the genetic heterogeneity of most cancers. For example, estrogen receptor negative and estrogen receptor positive breast cancer are different in terms of the somatic mutations that characterize them, as well as with regard to natural history and responsiveness to treatment. From most perspectives they appear to be different diseases and lumping them together in searching for polymorphisms of disease susceptibility is problematic (Kraft and Halman, 2010). Indeed, the success of early genetic linkage studies that identified the highly penetrant BRCA1 locus owed, in large part, to restricting the studies to cases with early onset breast cancer. Many other chronic diseases are phenotypically and molecularly heterogeneous. They are also probably genetically heterogeneous and thus very difficult to study with broad genome-wide association studies.
Other possible explanations for the failure of finding highly penetrant susceptibility genes is the fact that chronic diseases are caused by the combined effects of multiple genetic polymorphisms and/or that chronic diseases are caused by a combination of genetic and environmental causes. The greatest potential value of genome-wide association studies is to shed light on the biological basis of the disease. For oncology, this may be less essential since cancers are in large part diseases of DNA modification and the tumour genomes can be directly evaluated. Of course interpreting tumour genomes to find the mutations, which are key to oncogenesis, is difficult (Ledford, 2010) and GWAS could provide additional useful information. Most cancers, however, result from complex sequences of somatic mutations, which interact with each other to influence tumour evolution (Ashworth et al, 2011). It seems unrealistic to expect that individual polymorphisms will have substantial explanatory or predictive power in elucidating these relationships. For other chronic diseases, however, GWAS may be more essential for generating leads concerning the biology of the disease. In most cases, however, these leads must be followed by fine mapping of the regions of the detected polymorphisms and then years of biological investigations to understand the relevance of the disease alleles. It is probably too early to evaluate the impact of GWAS on medical utility. It is clear, however, that the initial expectations of easy and direct translation of GWAS findings to patient benefit were unrealistic. GWAS studies in heterogeneous diseases such as cancer could be improved by evaluating associations with biologically meaningful subsets of patients with central review of cases to ensure accuracy of classification.

Early Detection Biomarkers

Many diseases can be more effectively treated at an early stage. Most solid tumours have a long sub-clinical course prior to diagnosis and hence, there should be substantial opportunity for early detection. There has been little success to date, however, in developing and validating early detection biomarkers with medical utility. Early detection research has been severely hindered by the use of poor study methodology. Many cancer biomarkers are ‘discovered’ by comparing levels of candidate proteins in tumour tissue, collected at diagnosis, to normal tissue. Numerous ‘discoveries’ have been published and publicized based on such evidence. Finding such a difference, however, is very weak evidence that the marker will be useful for early detection. A recent publication evaluated 28 candidate biomarkers using serum samples obtained from subjects in

Figure 1. Broad categories of intended use of biomarkers.

BOX 1: Progress in genomic biomarker development

Biomarkers are biological measurements that can be used for a variety of purposes, including identifying individuals who are at high risk of developing a disease, detecting disease early at a stage when it is treatable and diagnostic classification for personalized treatment based on a biological characterization of the disease of each individual patient. The sequencing of the human genome has provided an important body of information for the development of biomarkers for all of the purposes mentioned. In this paper, I provide a short and personal assessment of the progress achieved in these areas of genomic biomarker development.

It is indicated that (i) progress has been slow in personalized risk prediction and in early detection; (ii) genome-wide association studies are more likely to provide leads for understanding the pathogenesis of diseases than useful information on personalized risk assessment; and (iii) development of biomarkers sufficiently sensitive and specific for early detection of diseases that will be life-threatening is very challenging and the validation of such biomarkers requires very large randomized screening trials. The development of biomarkers for personalizing treatment selection, particularly in oncology, has seen greater progress. Key bottlenecks that limit progress in the translation of discoveries in genomics to biomarkers and treatments that reduce mortality and morbidity from chronic diseases are also discussed.
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a randomized screening trial. None of the 28 showed early detection performance either individually or in combination as good as or better than the traditional CA-125 (Mai et al, 2011). This prompted a commentary in Nature titled ‘Missing the Mark’. (Bucher, 2011) One way to improve early detection research would be to perform genome-wide or proteome-wide discovery using serum samples archived from retrospective longitudinal cohorts rather than samples from patients at diagnosis. Such ‘phase 3’ studies have been generally reserved for validation of candidate markers discovered in the quick and easy phases 1 and 2 studies based on diagnostic samples.

If one of the candidates in the ovarian cancer study had been found elevated in serum samples prior to diagnosis based on the retrospective analysis of the screening trials, this would have given an indication of the lead-time achievable with that marker, but because the study was retrospective it would not provide information about whether such detection would reduce mortality or morbidity from the disease. One would not know whether the cases detected had localized disease at the time of detection. In general, although perhaps not the case for ovarian cancer, without a prospective randomized screening trial one would not know what proportion of the detected cases might not represent a tumour that would be life threatening within the lifetime of the patient (Ettisoni et al, 2003).

The identification of early detection markers that are sufficiently specific for use in population screening is challenging. Some important aspects of the statistics of early detection screening is shown in Box 2. If the prevalence of the disease is denoted by \( \pi \) and the sensitivity and specificity are denoted by \( \text{sens} \) and \( \text{spec} \), respectively, then the probability that a test positive case has the disease (positive predictive value) equals \( \frac{\text{sens}}{\pi \text{sens} + (1-\pi)(1-\text{spec})} \). When sensitivity and specificity are both 0.95 and the prevalence of disease in the population is 1%, the positive predictive value is only about 0.16 – only 16% of the test positive individuals will actually have the disease. The remaining 84% will be possibly subjected to unnecessary and invasive follow-up procedures. In order to conduct effective population screening, we need a test with very high specificity and to restrict screening to high-risk populations.

<table>
<thead>
<tr>
<th>( \pi )</th>
<th>( \text{sens} )</th>
<th>( \text{spec} )</th>
<th>( T )</th>
<th>( \Delta \text{Cure} )</th>
<th>( \text{PPV} )</th>
<th>( \text{NSaved} )</th>
<th>( \text{NFalse+} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.95</td>
<td>0.95</td>
<td>1</td>
<td>0.10</td>
<td>0.16</td>
<td>9.5</td>
<td>495</td>
</tr>
<tr>
<td>0.01</td>
<td>0.90</td>
<td>0.90</td>
<td>5</td>
<td>0.20</td>
<td>0.087</td>
<td>18</td>
<td>990</td>
</tr>
</tbody>
</table>

There is also the issue of what do we mean by ‘disease’. We not only need very high specificity, we need very high specificity for detecting the form of the disease which is life threatening. But, the earlier the point at which the disease is detected, the more difficult it may be to distinguish a life-threatening cancer from an nodule which may be indolent during the patient’s lifetime, given that the early steps of oncogenesis are variable and stochastic. For example, a large proportion of individuals have a BCR-ABL fusion protein detectable in their blood, yet only a small percentage of those develop chronic myelogenous leukaemia (CML). Not all early lesions may progress to invasive cancer and yet early detection may encourage treatment with serious adverse effects.

In addition to showing the PPV resulting from values of prevalence, sensitivity and specificity, Box 2 also shows the expected number of lives saved by screening and the expected number of false positives for every 10,000 individuals screened. The expected number of lives saved is the product of the prevalence of lethal tumours in the population, the sensitivity of the test and the improvement in probability of cure by detecting disease \( T \) years before clinical diagnosis. The table uses hypothetical improvements in cure probabilities of 0.10 and 0.20 corresponding to lead times of 1 or 5 years. It also assumes that a longer lead time results in slightly lower sensitivity and specificity of the test. Using the assumptions shown in the table, a screening test that provides a 1-year lead-time for disease detection results in 9.5 lives saved and 495 false positives per 10,000 screened. With a test providing a 5-year lead-time, 18 lives are saved and there are 990 false positive tests per 10,000 patients screened. These numbers depend on the assumed 10 and 20% increases in cure rate with 1- and 5-year lead-times, respectively, and on the assumed 1% disease prevalence.

Progress in the identification of early detection biomarkers has been very limited. Most of the focus has been on funding the application of new technologies to identification of tumour markers. Each new round of technology development has generated overly optimistic claims based on poor research design and methodology. In order to expedite progress and to make more efficient use of limited resources, new strategies for biomarker discovery are required that make greater use of archived samples from longitudinal studies (Zhu et al, 2011). Improved policies for funding...
early detection research are required that place greater emphasis on proper research design as well as use of state-of-the-art technology. Even with a candidate marker that has been demonstrated to enable earlier disease detection, however, demonstrating that it has medical utility for reducing mortality from the disease requires very large and expensive randomized screening trials.

**Treatment Selection Biomarkers**

In some areas of therapeutics, such as oncology, predictive and prognostic biomarkers have been effectively developed to help guide treatment decisions. For example, the OncotypeDX recurrence score and MammaPrint signature are used to determine whether a woman with node-negative hormone-receptor-positive breast cancer has a sufficiently good prognosis with local treatment and adjuvant hormonal treatment that she does not require cytotoxic chemotherapy (Paik et al., 2004; Van de Vijver et al., 2002). In oncology, there is an enormous literature of claims for improved prognostic factors that have never found clinical application. This gap between research and application has accelerated with the development of gene expression profiling. Identifying a prognostic impact of a gene mutation may suggest an important role of that gene product as a molecular target as was the case for HER2 in breast cancer. But the numerous gene expression-based signatures that have been developed based on prognosis or on clustering expression profiles (Perou et al., 2000) have had limited utility for either elucidating underlying biology or informing treatment decision-making.

Developing a prognostic gene expression signature is not likely to be useful unless the signature is developed with an intended use clearly in mind from the start. That intended use should drive the selection of cases and the interpretation of results. In order to identify a gene expression signature like the Oncotype DX recurrence score for use in determining which breast cancer patients with node-negative estrogen receptor positive disease have such good prognosis that they do not require chemotherapy, one needs to focus the study on node negative, hormone receptor positive patients who received hormonal treatment but no chemotherapy. Most prognostic studies use a convenience sample of heterogeneous patients and develop signatures that have no therapeutic relevance (Subramanian & Simon, 2010). The objectives of genomic prognostic studies are generally not clearly considered. The purpose of prognostic signatures like the Oncotype Dx recurrence score and the MammaPrint signature is to help patients and physicians in making informed therapeutic decisions. Useful tools like Oncotype Dx and MammaPrint should not be criticized because they do not provide biological insight into the disease.

‘Predictive biomarkers’ indicate which patients are most likely or unlikely to benefit from a specific treatment. For example, estrogen receptor expression levels have been used for many years to select patients for anti-estrogen hormonal treatment and HER2 over-expression or amplification is widely used to select patients for treatment with anti-HER2 drugs. EGFR mutation is used to select patients for small-molecule EGFR inhibitors in non-small-cell lung cancer and KRAS mutation to de-select patients from therapy with anti-EGFR antibodies in advanced colorectal cancer. Discovery of the BCR-ABL fusion protein in CML led to the development of imatinib and the analysis of mutations of that gene determines second-line treatments (Drucker et al., 2001). The identification of the EML4-ALK fusion gene in a small subset of patients with non-small-cell lung cancer led to using a kinase inhibitor that targets that gene with extremely promising results (Kwak et al., 2010). Similarly, the discovery of a single point mutation in the BRAF gene in 60% of patients with metastatic melanoma led to the development of an inhibitor with increased specificity for the mutated protein with extremely promising results (Flaherty et al., 2010).

In fact, most oncology drug development today is driven by molecular targets because cancers of most primary sites are heterogeneous with regard to oncogenesis and sensitivity to treatment. Consequently, the blockbuster strategy is unlikely to work for most cancers; testing new drugs in broad patient populations with molecularly uncharacterized tumours is no longer based on solid science and is unlikely to be successful. Development of cancer therapeutics with companion diagnostics is the dominant theme today. The predictive biomarkers that are used to guide treatment selection for molecularly targeted drugs are mostly based on the mutation or amplification of a single gene. The genes are usually either the target of the drug or a non-target gene with relevance to the pathways involving the target gene. Protein over-expression has tended to be a less reliable basis for credentialing gene targets or for development of predictive biomarkers. Some of the drugs being developed, such as kinase inhibitors, have multiple targets and development of a predictive biomarker is made difficult by uncertainty in the molecular basis for anti-tumour effect. The extreme clonal heterogeneity of most tumours is also a challenge for proper evaluation of predictive biomarkers in oncology. In the future, patients at major cancer centres will likely undergo whole exome sequencing of multiple samples from each accessible tumour site in order to develop an optimal therapeutic strategy.

Gene expression signatures have less frequently been used as predictive biomarkers for new drugs. Use of a genomic mutation or amplification of a gene related to the mechanism of action of the drug as a predictive biomarker is more scientifically satisfying. Gene expression profiling has been frequently used for developing prognostic signatures but much less frequently for developing predictive markers of benefit from specific treatments. This may be in part because frozen tissue samples have rarely been archived from patients in clinical trials suitable for the development of predictive signatures. When archived tissues are available from randomized trials, the tissues are generally formalin fixed and paraffin preserved (FFPP). Because of RNA degradation in FFPP tissues, such samples, until recently, were not suitable for microarray gene expression analysis. Development of prognostic signatures for a heterogeneous set of samples, which may be derived from different types of progenitor cells, also is easier than developing a predictive signature for a set of
patients homogeneous enough to have been included in a single clinical trial.

Unfortunately, progress in development of new therapeutics in oncology has primarily been restricted to monoclonal antibodies and small-molecule kinase inhibitors and improvements in therapeutics have only infrequently resulted in cures. Many of the most important molecular targets, such as the tumour suppressor genes p53 and Rb, are not effectively amenable to drug intervention. Using synthetic lethality approaches to target the effects of key mutations in such genes holds great promise and will likely be the dominant theme for future drug development in oncology (Ashworth et al, 2011; Haber et al, 2011).

Personalization of therapy is only effective if the therapeutic strategies for the identified subsets of patients are effective. For instance, the point mutation that causes sickle-cell anaemia was identified more than 60 years ago, but that discovery has not yet led to effective treatment for that disease (Pauling et al, 1949). The development of predictive biomarkers for guiding treatment for other diseases has in many cases lagged behind developments in oncology, which has the advantage that it is a disease of DNA and hence much information about tumour sensitivity to treatment options can be gained by using the plethora of new whole-genome technologies. Yet, there is substantial research in using high-throughput genomic and proteomic technologies to identify biomarkers for many other diseases.

(Hawk et al, 2008; Nathan and Varmus, 2000; Sung et al, 2003). The key scientific and structural roadblocks have received less attention, however, and they influence our ability to use genomic technologies for developing useful biomarkers as well as for developing effective therapeutics. Some of these roadblocks are discussed below and some suggested approaches for improving translational research are depicted in Fig 2.

First, basic research does not go far enough in identifying the key steps in the development and pathogenesis of most chronic diseases in order to enable translational research to proceed effectively. Even in oncology, our very limited understanding of the oncogenesis of cancer is a major hurdle to effective translational research (Simon, 2010). Once basic research identifies a key step of oncogenesis and a druggable molecular target, the pharmaceutical and biotechnology industries are often adept at developing potent inhibitors of that target.

We still do not fully understand the development and progression of any type of cancer even if, in rare cases such as CML, our knowledge of oncogenesis has been sufficient to develop effective treatments. Development of more effective treatments likely requires the characterization of key founder mutations that drive the pathogenesis of the individual tumour, understanding the networks in which these genes are involved and treating early enough with combinations of drugs to overcome resistant subclones. Deep single molecule sequencing of multiple samples from individual tumours will enable us to characterize the clonal heterogeneity of each tumour (Jones et al, 2008; Navin et al, 2011). With sufficient sequencing power, we can phylogenetically reconstruct the evolution of individual tumours and identify the founder mutations (Campbell et al, 2008). These founder mutations represent the initial rate-limiting genomic changes that enabled the developing tumour to grow to a size in which numerous subsequent mutations could develop in a non-rate-limiting manner (Simon, 2010). Because these founder mutations are present in all sub-clones and because subsequent mutations developed in the context of these mutations, they may represent the key molecular targets for that individual tumour. Even with identification of tumour specific founder mutations, it may be necessary to treat early and with combinations of drugs selected based on knowledge of the networks in which the founder genes participate. Imatinib is highly effective in treating CML if treatment begins prior to transition towards blast crisis. The blast crisis of CML may represent a mutational meltdown that also occurs in solid tumours. In CML we have the benefit of detecting the disease before that meltdown occurs. The oncogene addiction to founder mutations that tumours sometimes exhibit can be dissipated by later mutations (Jonkers & Berns, 2004; Weinstein, 2002). Ashworth et al (Ashworth et al, 2011) provide a penetrating discussion of the possible

**Bridging the Gap between Basic Genomic Research and Patient Benefit**

The gap between basic research and clinical benefit has been termed the ‘valley of death’ in the popular press (Begley, 2008; Butler, 2008). Much attention has been devoted to the numerous infrastructure and financial complexities of translational research including regulatory issues, human subject approvals, intellectual property issues, lack of funding, lack of patients, lack of training for physician-investigators and a fragmented research infrastructure.
basis of oncogene addiction and other kinds of gene interactions, which may be therapeutically exploitable but elucidation of such interactions is at an early stage of development.

For many diseases the challenges in understanding disease pathogenesis are even greater than for cancer. Germline polymorphisms may provide leads, but the process of elucidating the biology of the disease to find key molecular targets for treatment is often painstakingly slow.

A second area of scientific bottleneck is related to the fact that there is little focus outside of industry on identifying key breakthroughs in basic research and funding prioritized programs to translate those breakthroughs into products that benefit patients. Much of the public funding for translational research is devoted to making biological measurements on patient tissues in an attempt to understand the nature of the disease or providing infrastructure to help investigators bring their personal research to the clinic. After the V600E point mutation in the BRAF gene was discovered to be present in about 60% of patients with malignant melanoma, there was little drug discovery activity among NIH grantees to exploit this finding. Fortunately, BRAF was druggable with standard chemistry and two companies developed extremely promising specific inhibitors of the mutated form of the gene. When the translational challenges are more difficult, or when the financial incentives are either too limited or in conflict with industry concerns about market segmentation, however, such complete and uncoordinated dependence on industry for therapeutic development may not serve the public well.

For example, mutations of the p53 and Rb tumour suppressor genes are prevalent and important in many types of cancer but their gene products are not easily druggable; neither industry nor academic research have developed successful approaches for exploiting these mutations. Developing feasible pharmacologic ways of interfering with mutated p53 or Rb in tumours are difficult, long-term, high-risk endeavours that are not adequately addressed either by industry or by the culture of the NIH investigator-initiated grant system. It is not just that these problems are scientifically difficult, it is that existing mechanisms for supporting research and most existing research organizations do not provide an effective framework for a concerted effort to tackle these problems. Consequently, the roadblocks remain, in some cases for decades as in the point mutation causing sickle-cell anaemia (Pauling et al, 1949).

Bridging the broad gaps between basic research and clinical benefit is likely to require major changes in the interactions between industry and academia, and more public funding of ‘mini-Manhattan’ project teams to overcome key roadblocks. The investigator-initiated framework is highly effective for basic research and has yielded major biomedical discoveries. It has not, however, elucidated the basic steps in the development and pathogenesis of many major chronic diseases nor has it provided adequate identification of key targets to enable effective translational research. It is not necessarily the most appropriate framework for bridging the ‘valley of death’. The US National Science Foundation and Defense Advance Research Projects Agency have utilized strategies involving investigator-initiated approaches to publicly prioritized objectives in some of their programs.

To tackle the scientific bottlenecks to key translational opportunities, new horizontally integrated organizations of experts in basic, clinical and quantitative research are needed. Such organizations can play an important role in training the next generation of biomedical researchers to work in settings without silos or hierarchies of disciplines where creative basic scientists, clinicians and quantitative scientists can be part of a single team working together daily to focus on bridging the gap separating basic research from products that benefit patients.

The scientific challenges of understanding the pathogenesis of chronic diseases to the extent that we can effectively prevent, detect, diagnose and treat them are substantial. Nonetheless, there is an enormous amount of talent available to meet these challenges. To take advantage of the opportunities provided by the genomic, biotechnology and information revolutions, however, we need to better focus this talent on overcoming the key bottlenecks to progress. We need to treat the biomedical research enterprise as a system that needs to be optimized to achieve our objectives. This may require creating new kinds of organizations to better foster innovation, encourage transdisciplinary fertilization and ensure that resources are optimally allocated for overcoming the key obstacles to progress.
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