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Abstract

Molecularly targeted cancer drugs are often developed with companion diagnostics that attempt to identify which patients will have better outcome on the new drug than the control regimen. Such predictive biomarkers are playing an increasingly important role in precision oncology. For diagnostic tests, sensitivity, specificity, positive predictive value, and negative predictive are usually used as performance measures. This paper discusses these indices for predictive biomarkers, provides methods for their calculation with survival or response endpoints, and describes assumptions involved in their use.

Diagnostic tests are often evaluated using the performance indices sensitivity, specificity, positive predictive value, and negative predictive value. Today, many oncology drugs are approved for marketing based on extending patient survival relative to a control treatment and are developed with predictive biomarkers used as companion diagnostic tests that attempt to identify the patients who benefit from the drug. The difficulty of computing such measures for predictive markers is discussed here and an approach is proposed, which, if interpreted carefully with awareness of the assumptions, may provide insight into the performance of predictive biomarkers.

Consider a randomized clinical trial with an experimental treatment T, a control C, and a time to event endpoint such as survival or disease-free survival. Data from observational studies are not suitable for the calculation of the measures considered here. Assume that there is a binary biomarker B that is positive or negative and that the hazard ratio (HR) of C vs T is \( \hat{\Delta} \) for the biomarker-positive patients and \( \Delta \) for the biomarker-negative patients. These hazard ratios, the \( P \) values for testing whether they are statistically significantly different from \( 1 \) (indicating no treatment effect), and a \( P \) value for testing whether they are statistically significantly different from each other (test of interaction) are the evidence usually provided to indicate the clinical relevance of the marker for that treatment. Regulators, payers, and medical effectiveness evaluators have, however, expressed interest in more direct measures of performance of predictive tests.

The positive predictive value (PPV) of the test can be defined as the probability that the survival of a marker-positive patient will be longer if the patient receives treatment T than if the patient receives control treatment C. Because the outcome for any patient can generally only be observed on a single treatment, patients who have longer survival on the test treatment vs control cannot be identified. Sitlani and Heagerty developed such performance measures for short-term endpoints in which patients were observed on both treatments in cross-over studies. Huang et al. developed such measures for binary endpoints under the strong assumption that if treatment benefited any patients, then it did not harm any others.

If the potential outcomes of the same patient under the two treatments are assumed independent, or conditionally independent given the covariates included in the models used to estimate the hazard ratios, then the performance measures can be computed. These performance measures will be subscripted with an “i” to indicate this assumption. One can avoid concern about the assumptions by thinking of PPV, as the probability that a patient on treatment T has longer survival than another patient with identical covariates who is on the control C.

If the survival distributions have proportional hazards within biomarker strata and the potential survival time of a patient receiving T can be viewed as independent from the potential survival time of that same patient receiving C, then it is shown in the Supplementary Methods (available online) that...
where $\Lambda_i$ is the hazard ratio of C vs T (≥1) for biomarker-positive patients. The negative predictive value (NPV) is the probability that a biomarker-negative patient will not have longer survival on T rather than C. It is also shown in the Supplementary Methods (available online) that

$$\text{NPV}_i = \frac{1}{1 + \Lambda_i} \quad (2)$$

For example, Amado et al. (3) reported hazard ratios for progression-free survival of best supportive care vs panitumumab in second- or later-line therapy of patients with metastatic colorectal cancer. For patients with wild-type KRAS, the hazard ratio was 2.22, favoring panitumumab with a 95% confidence interval (CI) of 1.69 to 2.94. The hazard ratio for the patients with mutated KRAS was 1.01 with a 95% CI of 0.73 to 1.37. For this data, calling wild-type KRAS marker positive, the PPV, and NPV, as calculated from (1) and (2) are 0.69 and 0.50, respectively. We note that expression (2) indicates that an NPV of 0.5 results when there is no treatment difference in the marker-negative stratum.

The sensitivity is the probability that the biomarker is positive for patients who benefit from T relative to C. Specificity is the probability that the biomarker is negative for patients who do not benefit from T relative to C. The usual relationships between sensitivity, specificity, PPV, NPV, and prevalence can be written

$$\text{sensitivity} = 1 / \left(1 + \frac{\text{NPV} \cdot \text{Pr}[B=1]}{\text{PPV} \cdot \text{Pr}[B=1]} \right) \quad (3)$$

$$\text{specificity} = 1 / \left(1 + \frac{\text{PPV} \cdot \text{Pr}[B=0]}{\text{NPV} \cdot \text{Pr}[B=0]} \right) \quad (4)$$

where $\text{Pr}[B=1]$ denotes the prevalence of biomarker-positive patients and $\text{Pr}[B=0]=1-\text{Pr}[B=1]$. For the Amado et al. (3) data, the prevalence of wild-type KRAS was 0.62 and so the sensitivity and specificity as calculated from (3) and (4) are 0.62 and 0.50, respectively. Predicting treatment outcome is generally more difficult than distinguishing diagnostic categories; consequently, the very high performance indices commonly observed for diagnostic markers should not be expected for predictive biomarkers.

Approximate 95% confidence intervals for the four performance measures can be computed as described in the Supplementary Methods (available online). For the Amado et al. data, approximate 95% confidence intervals for PPV, and NPV, are (.63 to .75) and (.42 to .57) respectively. The 95% confidence intervals for sensitivity and specificity are (.58 to .71) and (.47 to .62), respectively.

The robustness of the results (1) through (4) to the assumption of independence was explored in two ways (see the Supplementary Methods, available online). For the bivariate exponential (5), although the potential survival times of a patient on T and C are not independent, equations (1) through (4) are correct. Bivariate Weibull survival distributions were also evaluated.

Although the results appeared reasonably robust to the departures from independence considered, the independence assumption can be weakened by estimating the hazard ratio of treatment using proportional hazards models that include prognostic covariates. Separate models for the two biomarker strata should be used coding the control as 1 and the test treatment as 0. If the potential survival times on T and C are considered independent conditionally on the prognostic factors included in the model, then the estimates given by equations (1) through (4) are valid (see the Supplementary Methods, available online). If proportional hazards models containing prognostic covariates are used to estimate $\Lambda_i$ and $\Lambda_i$, then the performance indices can be interpreted pragmatically rather than in terms of potential outcomes for the same patient, avoiding unverifiable independence assumptions. For example, PPV is interpreted as the probability that outcome for a patient on the test treatment will be better than outcome of a randomly selected other patient with the same covariates who receives the control.

For interpreting the performance indices in terms of potential outcomes of the same patient, the assumption of conditional independence can be further weakened by including a “frailty” term in the proportional hazards models. The frailty represents the effect of unobserved prognostic factors (see the Supplementary Methods, available online). Assuming that the frailty model is correct, the derivation of (A1) of the Supplementary Materials (available online) is valid and one can use the exponentiated regression coefficient for treatment obtained from the frailty model to compute the performance measures (1) through (4). The proportional hazard frailty model is easily fit using the coxme package in the R statistical programming system.

For the Amado et al. (3) data, the reported hazard ratios of 2.22 and 1.01 in the KRAS WT and mutated strata were computed based on separate proportional hazard models, including the treatment indicator and the stratification variables ECOG performance score and region of the institution. Age is an additional prognostic factor, and if it is included in those models the hazard ratios for treatment become 2.30 and 1.02, respectively. If a random frailty term is also included in the models, the hazard ratios for treatment in the KRAS WT and mutated strata become 2.95 (95% CI = 2.07 to 4.18) and 1.09 (95% CI = 0.74 to 1.59), respectively. Using these estimates, the performance indices become: $\text{PPV}_i = 0.75$, $\text{NPV}_i = 0.48$, sensitivity $= 0.70$, and specificity $= 0.54$, rather than the original $\text{PPV}_i = 0.69$, $\text{NPV}_i = 0.50$, sensitivity $= 0.62$, and specificity $= 0.50$.

The diagnostic performance measures PPV, NPV, sensitivity, and specificity cannot be directly measured for binary predictive biomarkers in most clinical trials. The measures computed using the formulas (1) through (4) can be interpreted in one of two ways. First, if they are derived from fitting proportional hazards models with prognostic covariates, they can be interpreted pragmatically without unverifiable assumptions; e.g., PPV can be interpreted as the probability that a marker-positive individual receiving treatment T will have longer survival than that for a randomly chosen individual with the same covariates and marker value who receives C. Second, to be interpreted in terms of the potential outcomes of the same patient, I recommend models that include prognostic covariates and a random frailty in order to weaken the unverifiable assumption of independence of the potential outcomes on the two treatments.
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