Using Predictive Biomarkers
In the Design of Pivotal Trials

Richard Simon, D.Sc.
Chief, Biometric Research Branch
National Cancer Institute
http://linus.nci.nih.gov/brb



BRB Website
http://linus.nci.nih.gov/brb

Powerpoint presentations and audio files
Reprints & Technical Reports
BRB-ArrayTools software
BRB-ArrayTools Data Archive

Sample Size Planning for Targeted
Clinical Trials




Oncology Needs

e Better treatments

* Better targeting of treatments to the right
patients



 Many cancer treatments benefit only a
small proportion of the patients to which

they are administered

e Targeting treatment to the right patients
can greatly improve the therapeutic ratio of
benefit to adverse effects
— Smaller clinical trials needed
— Treated patients benefit



“Biomarkers”

e Surrogate endpoints

— A measurement made before and after treatment to
determine whether the treatment is working

— Surrogate for clinical benefit

 Predictive classifiers

— A measurement made before treatment to select
good patient candidates for the treatment



Surrogate Endpoints

 |tis very difficult to properly validate a biomarker
as a surrogate for clinical outcome. It requires a
series of randomized trials with both the
candidate biomarker and clinical outcome

measured

— Must demonstrate that treatment vs control
differences for the candidate surrogate are
concordant with the treatment vs control differences

for clinical outcome

— It is not sufficient to demonstrate that the biomarker
responders survive longer than the biomarker non-
responders



Cardiac Arrhythmia Supression
Tral

* Ventricular premature beats was proposed
as a surrogate for survival

« Antiarrythmic drugs supressed ventricular
premature beats but killed patients at
approximately 2.5 times that of placebo
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 |tis rare that we understand disease
nathophysiology well enough to argue that a
piomarker is self evidently a proper surrogate
endpoint for clinical utility

 |tis often more difficult and time consuming to
properly “validate” an endpoint as a surrogate
than to use the clinical endpoint in phase lll trials

 The time frame for validating a surrogate Is
Inconsistent with the time frame for initiating a
pivotal study




* Biomarkers for use as endpoints in phase |
or Il studies need not be validated as
surrogates for clinical outcome

« Unvalidated biomarkers can also be used
for early “futility analyses” in phase Il trials



Validation=Fit for Purpose

 FDA terminology of “valid biomarker” and
“probable valid biomarker” are inappropriate

e “Validation” has meaning only as fithess for
purpose and the purpose of treatment selection
classifiers are completely different than for
surrogate endpoints

« Criteria for validation of surrogate endpoints
should not be applied to biomarkers used for
treatment selection



 The components of multi-gene expression
based classifiers should not have to be
“valid biomarkers”

e Itis often much easier to develop an
accurate predictive classifier than to
elucidate the role of the component genes
In disease biology



Oncology Needs Predictive Markers
not Prognostic Factors

* Most prognostic factors are not used because
they are not therapeutically relevant

* Most prognostic factor studies are poorly
designed and not focused on a clear objective;
they use a convenience sample of patients for
whom tissue Is available. Generally the patients
are too heterogeneous to support therapeutically
relevant conclusions

e Prognostic and predictive studies should be
designed with as much care and statistical rigor
as clinical trials



Pusztai et al. The Oncologist 8:252-8, 2003

e 939 articles on “prognostic markers” or
“prognostic factors” in breast cancer in past 20
years

 ASCO guidelines only recommend routine
testing for ER, PR and HER-2 Iin breast cancer

e “With the exception of ER or progesterone
receptor expression and HER-2 gene
amplification, there are no clinically useful
molecular predictors of response to any form of
anticancer therapy.”



 Clinical trials of molecularly targeted drugs
focused on patients whose tumors are
expected to be susceptible to the drug can
be much more efficient than traditional
broad clinical trials



* In new drug development

— The focus should be on evaluating the new
drug In a population defined by a predictive
classifier, not on “validating” the classifier

* In developing a predictive classifier for use
In restricting a widely used treatment
— The focus should be on evaluating the

classifier; Is clinical outcome better If the
classifier i1s used than if it Is not used?



New Drug
Developmental Strategy (1)

Develop a diagnostic classifier that identifies the
patients likely to benefit from the new drug

Develop a reproducible assay for the classifier
Use the diagnostic to restrict eligibility to a
prospectively planned evaluation of the new
drug

Demonstrate that the new drug is effective in the
orospectively defined set of patients determined

oy the diagnostic




Develop Predictor of Response to New Drug

Patient Predicted Responsive

Patient Predicted Non-Responsive

PN

New Drug

Control

Off Study




Applicability of Design |

* Primarily for settings where the classifier is
based on a single gene whose protein
product Is the target of the drug

o With substantial biological basis for the
classifier, it will often be unacceptable
ethically to expose classifier negative
patients to the new drug



« Traditional parameters of sensitivity and specificity are
not applicable to estimating relative efficacy of a new
regimen versus a control with survival or progression-
free survival endpoint

— The relevant parameters are treatment effect in classifier positive
and classifier negative subsets
* “When your only tool is a hammer, everything looks like
a nail”

* Forcing predictive medicine based drug development
Into square boxes developed for traditional medical
devices creates a serious roadblock to the introduction of
effective pharmacogenomic based therapeutics



Evaluating the Efficiency of Strategy (1)

Simon R and Maitnourim A. Evaluating the efficiency of targeted
designs for randomized clinical trials. Clinical Cancer Research
10:6759-63, 2004.

Maitnourim A and Simon R. On the efficiency of targeted clinical
trials. Statistics in Medicine 24:329-339, 2005.

reprints and interactive sample size calculations at
http://linus.nci.nih.gov/brb



Pharmacogenomic Model for Two
Treatments With Binary Response

Molecularly targeted treatment E

«Control treatment C

vy Proportion of patients that express target
*p. control response probability

sresponse probability for E patients who
express target is (p, + 6,)

*Response probability for E patients who do
not express target is (p. + d,)



Approximations

 Observed response rate ~ N(p,p(1-p)/n)

* pe(l'pe) - pc(l'pc)



Two Clinical Trial Designs

« Un-targeted design

— Randomized comparison of E to C without
screening for expression of molecular target

e Targeted design
— Assay patients for expression of target
— Randomize only patients expressing target



Number of Randomized Patients
Required

e Type | error a
 Power 1- for obtaining significance

ke, +k, T

n=2(p.q, + peqe)(
P, — P,



* For targeted design
o pe:pc+8l
— PePc= 81

* For un-targeted design
_ pe:(l'y)(pc+60)+7(pc+81)
—PePc=7 61+(1' V) 61



Randomized Ratio
(normal approximation)

RandRat = r]untargeted/ r]targeted

2
RandRat z( 2 ]
Ao +1=7)0 )
0,= rx effect in marker + patients

Op= X effect in marker - patients

y =proportion of marker + patients
If 5,=0, RandRat = 1/ y 2

If 5,= 8,/2, RandRat = 4/(y +1)-




Imperfect Assay Sensitivity &
Specificity
* Agens=SEnsitivity
— Pr[assay+ | target expressed]
* Aspec=SPeECcificity
— Pr[assay- | target not expressed]



Proportion of Assay Positive
Patients That Express Target

A

SENS

W1 =
7/lsens + (1_7/)(1_1

spec )

xsens xspec Y Wl
0.9 0.9 0.75 0.96
0.9 0.9 0.5 0.9
0.9 0.9 0.25 0.75
0.9 0.9 0.10 0.50




Randomized Ratio

 RandRat = r]untargeted/ r]targeted

2
RandRat = (W151 HL=w)o, j

7/51 + (1_7/)50



Randomized Ratio
sensitivity=specificity=0.9

Y 8,=0 8o= 8,/2
Express target
0.75 1.29 1.26
0.5 1.8 1.6
0.25 3.0 1.96
0.1 25.0 1.86




Screened Ratio
Imperfect Assay
e N =N

untargeted — ' 'untargeted

r]targeted

T s + (L= 7) (L~ D)
ScreenRat = [ s TL—7)A-A4

N

)]Randra

spec



Randomized Ratio
sensitivity=specificity=0.9

Y 5,=0 §y= 8,12
Express target
0.75 1.29 1.26
0.5 1.8 1.6

0.25 3.0 1.96




Screened Ratio
sensitivity=specificity=0.9

Y 8,=0 8o= 8,/2
Express target
0.75 0.9 0.88
0.5 0.9 0.80
0.25 0.9 0.59
0.1 4.5 0.33




Web Based Software for
Comparing Sample Size
Requirements

e http://linus.nci.nih.gov/brb/
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gamma | |
deltal | |
deltal | |
alpha |0.05 |
power |D.QD |
pc = probability of "response" for control arm
iy (5 proportion of patients who are classifier negative (i.c. less
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Lhat improvement in response probability for new treatment in classifier
positive patients
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negative patients
alpha = two-sided significance level
© MIH, 2006 =
- v
@ Done ® Internst

>

% Connected - BlackBer,.. | 52 Adobe Photoshop Els., . = Inbox - Microsaft Qut.,, ¥ 53 sl Docurhent! - Microsaf, L RIS Ra s !:




Developmental Strategy (I

Develop Predictor of
Response to New RXx

Predicted Predicted Non-
Responsive responsive to New Rx
To New Rx

Control
New RX Control




Developmental Strategy (1)

« Do not use the diagnostic to restrict eligibility,
but to structure a prospective analysis plan.

 Compare the new drug to the control overall for
all patients ignoring the classifier.
— If pyvera< 0.04 claim effectiveness for the eligible
population as a whole
e Otherwise perform a single subset analysis
evaluating the new drug in the classifier +
patients

— If pgpeets 0.01 claim effectiveness for the classifier +
patients.



e This analysis strategy Is designed to not
penalize sponsors for having developed a
classifier

e It provides sponsors with an incentive to
develop genomic classifiers



Key Features of Design (Il

 The purpose of the RCT is to evaluate
treatment T vs C overall and for the pre-
defined subset; not to re-evaluate the
components of the classifier, or to modify
or refine the classifier



Sample Size Planning for Design Il

1. Size for standard power (e.g. 0.9) for
detecting usual treatment effect at
significance level 0.04

2. Size for standard power (e.g. 0.9) for
detecting larger treatment effect in
positive subset

3. Size as in 1 but extend accrual of
classifier positive patients if overall test Is
non-significant



Developmental Strategy (lIb)

e Do not use the diagnostic to restrict eligibility,
but to structure a prospective analysis plan.

 Compare the new drug to the control for
classifier positive patients
— If p,>0.05 make no claim of effectiveness

— If p,<0.05 claim effectiveness for the classifier
positive patients and

« Continue accrual of classifier negative patients and
eventually test treatment effect at 0.05 level



Sample size Planning for Ilb

» Accrue classifier positive and negative patients
until there are sufficient classifier positive
patients for standard power at significance level
0.05 for detecting large treatment effect D

 If treatment is found effective in classifier +
patients, continue accrual of negative patients
for standard power at significance level 0.05 for
detecting usual size treatment effect d
representing minimal useful clinical utility



Hazard ratio 6 to be Number of events required Number of events
detected a=0.05 required
o=0.04
1.2 632 669
1.3 305 323
1.4 186 196
1.5 128 135
1.6 95 101
1.7 75 79
1.8 61 64
1.9 51 54
2.0 44 46

Number of events required for detecting a proportional
hazard treatment effect with 90% power



Hazard ratio & to be detected

Number of events required

1.7 105
1.8 86
1.9 72
2.0 62
2.1 54
2.2 48
2.3 43

Number of events required for detecting a
proportional hazard treatment effect with 1%
two-sided significance level and 90% power




Hazard rate Hazard rate Proportion Number Number events | Number of
to be to be classifier + events needed for total events
detected detected in + needed for classifier + to accrue
overall subset overall analysis at .01
analysis at level
.04 level
1.3 2 0.33 323 62 323
1.5 2 0.33 135 62 186




The alternative design of separate testing of
treatment effect in positive and negative
subsets Is problematic

« With classifier tightly linked to drug target, it may be

ethically unacceptable to expose classifier negative
patients

« With an empirically based classifier (C), if the treatment
effect is not enhanced for C + patients, then 128 events
are needed in both C+ and C- patients to detect a
hazard ratio of 1.5 with significance level .05 and power
.9 for each analysis
— The chance of a false negative in at least one subset is 19%

— the potential value of being able to do a subset analysis may not
be worth the cost of having to demonstrate effectiveness in both
subsets separately for broad labeling



FDA Subset Catch 22

Do not accept claims based on subset
analysis

 Require sponsors to do subset analysis to
establish that a claim based on overall
treatment effect applies to all subsets




Event rate Number of patients Separate analysis of classifier negative and

needed for trial classifier positive patients
ignoring classifier Number of classifier Number of
negative patients classifier positive
needed patients needed

0.1 1280 1280 440
0.2 640 640 220
0.3 427 427 147
0.4 320 320 110
0.5 256 256 88
0.6 214 214 74
0.7 183 183 63
0.8 160 160 55

Two-sided significance level of 5% and power 90% for each comparison.
Untargeted trial based on detecting hazard ratio of 1.5. Targeted trial based on
detecting hazard ratio of 1.5 for classifier negative patients and 2.0 for classifier
positive patients.



Predictive Medicine not Correlative
Sclence

 The purpose of the RCT Is to evaluate treatment
T vs C overall and for the pre-defined subset

 The purpose is not to re-evaluate the
components of the classifier, or to modify or
refine the classifier

 The purpose is not to demonstrate that
repeating the classifier development process on
Independent data results in the same classifier




The Roadmap

1. Develop a completely specified genomic
classifier of the patients likely to benefit from a
new drug

2. Establish reproducibility of measurement of the
classifier

3. Use the completely specified classifier to
design and analyze a new clinical trial to
evaluate effectiveness of the new treatment
with a pre-defined analysis plan.



Guiding Principle

 The data used to develop the classifier
must be distinct from the data used to test

hy
Su

notheses about treatment effect Iin
nsets determined by the classifier

Developmental studies are exploratory

— Studies on which treatment effectiveness
claims are to be based should be definitive
studies that test a treatment hypothesis in a

patient population completely pre-specified by
the classifier



Use of Archived Samples

 From a non-targeted “negative” clinical
trial to develop a binary classifier of a
subset thought to benefit from treatment

* Test that subset hypothesis in a separate
clinical trial
— Prospective targeted type (1) trial
— Prospective type (ll) trial

— Using archived specimens from a second
previously conducted clinical trial




Development of Genomic
Classifiers

e Single gene or protein based on
knowledge of therapeutic target

 Empirically determined based on
correlating gene expression to patient
outcome after treatment



Development of Genomic
Classifiers

* During phase Il development or

 After failed phase lll trial using archived
specimens.

« Adaptively during early portion of phase Il
trial.



Development of Empirical Gene
Expression Based Classifier

e 20-30 phase Il responders are needed to
compare to non-responders in order to
develop signature for predicting response

— Dobbin KK, Simon RM. Sample size planning
for developing classifiers using high
dimensional DNA microarray data,
Biostatistics 8:101-117, 2007.



Adaptive Signature Design
An adaptive design for generating and
prospectively testing a gene expression
sighature for sensitive patients

Boris Freldlin and Richard Simon
Clinical Cancer Research 11:7872-8, 2005



Adaptive Signhature Design
End of Trial Analysis

« Compare E to C for all patients at
significance level 0.04

— If overall H, Is rejected, then claim
effectiveness of E for eligible patients

— Otherwise



e Otherwise:

— Using only the first half of patients accrued during the
trial, develop a binary classifier that predicts the
subset of patients most likely to benefit from the new
treatment E compared to control C

— Compare E to C for patients accrued in second stage
who are predicted responsive to E based on classifier
» Perform test at significance level 0.01

 If H, is rejected, claim effectiveness of E for subset defined
by classifier



Treatment effect restricted to subset. 10% of patients sensitive. Sensitivity genes
are uncorrelated. 400 patients, 10,000 genes

| . -

60 |-

Power

40 I

20 [

K=3 K=10 K=20

Number of sensitivity genes



Treatment effect restricted to subset. 10% of patients sensitive.

Sensitivity genes are correlated, 400 patients, 10,000 genes.

60 |

Power

40 -

20 |

K=3 K=10 K=20
Number of sensitivity genes



Treatment effect restricted to subset.
10% of patients sensitive, 10 sensitivity genes, 10,000 genes, 400

patients.
Test Power
Overall .05 level test 46.7
Overall .04 level test 43.1
Sensitive subset .01 level test 42.2
(performed only when overall .04 level test is negative)
Overall adaptive signature design 85.3




Overall treatment effect, no subset effect.
10,000 genes, 400 patients.

Test Power
Overall .05 level test 74.2
Overall .04 level test 70.9
Sensitive subset .01 level test 1.0
Overall adaptive signature design 70.9




Biomarker Adaptive Threshold Design
W Jiang, B Freidlin, R Simon (submitted)

 Randomized pivotal trial comparing new
treatment E to control C

e Quantitative biomarker B
e Survival or DFS endpoint



Biomarker Adaptive Threshold Design

« Compare E vs C overall using significance
threshold of 0.04

— If significant, claim broad effectiveness of E
— If not significant, proceed as below



Biomarker Adaptive Threshold Design

'lgesth vs C restricted to patients with biomarker
>

— Let T(b) be log likelihood ratio statistic

Repeat for all values of b

Let T = max{T(b)}

Compute null distribution of T by permuting
treatment labels

If the data value of T Is significant at 0.01 level,
then claim effectiveness of E for a patient subset

Compute point and interval estimates of the
optimal cut-point b



(b) = max{1(x,7,7,0)}

(u,n,7,b) =log partial likelihood for model
ogh(t) =logh,(t) + uz + 1 (B >Db)+yr1 (B >D)
7 = binary treatment indicator

b=argmax{l(b)}

e

b, =b value for bootstrap sample of cases

e e

F. = empirical distribution of b.

Cl for b based on percentiles of =

If*(B) = probability patient with biomarker value B will benefit
from treatment with E rather than C



Model Hazard Overall Adaptive
reduction Power Test
for those

who benefit
Everyone 33% 175 /51
benefits
50% 60% .888 932
benefit
25% 60% 429 .604

benefit




Prostate Cancer

DES (0.2 mg) vs Placebo

Covariate # Overall | Stage 2 | Optimal
Patients| Test Test Cut-Off
Acid 505 0.084 0.019 36

Phosphatate




Sample Size Planning (A)

o Standard broad eligibility trial were
designed for 80% power to detect
reduction in hazard D at significance level
5%

 Biomarker adaptive design is sized for
80% power to detect same reduction Iin
hazard D at significance level 4% for
overall analysis



Estimated Power of Broad Eligibility Design
(n=386 events) vs Adaptive Design (n=412 events)
80% power for 30% hazard reduction

Model Broad Eligibility Biomarker
Design Adaptive Design

40% reduction in 50% of 70 78
patients

(20% overall reduction)

60% reduction in 25% of .65 91
patients

(20% overall reduction)

79% reduction in 10% of 35 03
patients

(14% overall reduction)
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Background

Results
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identified

DA microarray rechnology his found many applications in bio-
medical research. In oncology, icis beingused oo berrer understand
the biological mechanismes underlying oncogenesis, wo discover new
wmrgers ind new drugs, ind o develop classifiers (predicrors of good
ments {1-4). Microarray-based clinical research is @ recent and
acove iren, with an exponentally growing rmmber of pablicariores.
Bath the reproducibiliny and validity of findings have been chal-
lenged, bowever (3,60, In our experience, microarmy-based clinical
investgations hive generatad both unrealisric hype and snwessive
skeptcism. We reviewed published microarmay snadies in which
gene expression dawa are mnalyzed for reldorships with cancer
ounzomes, and we proposs guidelines for smcsdeal anabysis and
reporting. based on the most common and serics  problems

Critical Review of Published Microarray Studies for
Cancer Outcome and Guidelines on Statistical
Analysis and Reporting

Alain Cupuy, Richard K. Simon

Boith the validity and the reproducibility of microsrry-bassd clinical ressarch hawve bssn challengsd. Thers
is & resd for citical rewiew of the statistical analysis and reporting in published microarray studiss that
focus on cancer-relsted clinical outcomes.

Studies published through 2004 in which microsrray-besed gere expression profiles were snalyzed for
their ralation to & clinical cancer outcome were identified through & Medline ssarch followed by hand
soresning of abstracts and full test articlss, Studiss that wers sligible for cur snslysis sddresssd ore or
more outcomes that were sither an svent cocurring during follow-up, such s death or relapss, or & thera-
peutic responss, We recordsd desoriptive characberistics for all the sslecbed studies. & critical review of
outzorne-related statistizal sna lysss was undertaken for the articlss published in 2004,

Mirety studies wers identifisd, and their descriptive chsrscteristics are prassrted. Sbey-sight (76E) wers
published in journals of impact factor greater than 6. & detsiled account of the 42 studies [47%) published
in 2004 is rsported. Twentyors (9095 of them contained st lsast one of the following three basio flaws:
15 in cutcome-rslated gere finding, sn urstst=d, unclesr, or insdequats control for multiple testing: 2 in
class discovery, 8 spurious claim of comelstion betwesn clusters snd clinical cutcome, made after olusber-
ing samples using & selection of outcomes.relatsd diffsrentially sxpressed genes; or 3 in supsrvissd pre.
diction, & bisssd sstimation of the prediction acourscy through an incormect crossvalidation procsdurs.

The most common and ssrious mistskss snd misundsrstsndings recorded in published studiss ars
described and illusiratsd. Based on this snalysis, 8 proposal of guidelines for statistical analysis and
raporting for clinical microamay studiss, presented as & checklist of “Do's and Don'ts,” is provided.

J Matl Carecer Inst 200798:147-57

Medicine, followed by hand sereening of absrraces and aricles. The
denailed process of selecdon is presenred in Supplemennary Mowe |
{aviibble coling). The inclasion criteria were as follows: the work
wis an original clinical sndy on buman cancer pacients, published
in English before December 31, 2004 it aralyzed gene expression
clara of more than 1000 spows; and i presenced smcsdcal analyses
relating the gene expression profiling ro 1 clinical curcome. Twe
rypes of ourcome were considered: 1) A relapse or deach coour-
ring <uring the course of the disese. I} A thenpeudc respomse.

Affiliadons of swhors: Biomairio Fessarch Brench, Division of Canoor
Treatrment ond Disgnosis, National Cancer nstitube, National nstitubes of
Hualih, Bethesda, MD (A0, FME; Universits Paris Y11 Denis Didarot, Paris,
Fra oADK A ssksion s Pubdiqua-Hepitous d Porks, Servios de Commatclog i,
H& plal Saini-Louis, Paris, Fraroe DL

¢ Richard M. Simon, OSo, Mational Canoor Instk ke, S0
Fickyilka Fika, MSC 7434, Bathasda, MD 5306800 (o -msl: reimonanihgoi.
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Major Flaws Found in 40 Studies
Published in 2004

Misleading use of cluster analysis
— 13/28 studies invalidly claimed that expression clusters based on
differentially expressed genes could help distinguish clinical
outcomes
Inadequate control of multiple comparisons in gene
finding
— 9/23 studies had unclear or inadequate methods to deal with
false positives

* 10,000 genes x .05 significance level = 500 false positives

Misleading report of prediction accuracy
— 12/28 reports based on incomplete cross-validation

50% of studies contained one or more major flaws
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Transformm tima-to-outcorme data into a binary outcome
vanabla if the goal is to predict groups with differant
surdival probabilitias.

Outcome-ralated gene findingt

9 Chsn't

10 Don't  Usa only fold changes batwaan groups to salact tha
diffarertially axpressad ganss,

11 Don't  Usea 05 Pyalue threshold to salact the diffarantially
exprassad ganas.

12 [hi Usa a mathod for contraling the number of falsaly
diffarartially axpressad ganss,

13 [ Usa a parmutation tast to assess tha probability of finding

the same number of differantially expressad ganas as
tha ona yvou found from yvour datasat,
Class discoveny

14 Don't  Use class discovary mathads if you ara intarestad in
clazsifying new samplas in tha futura,

1% Don't  Use a salaction of outcome-ralatad differantially expressad
gargs if you intend to comalate cluster-defined classeas
with the outcome.

16 Don't  Select the custaring method that gives the best rasult.

17 [his Usa mathods for tasting tha reproducibility of clustar
firding.

18 Don't  Use corventional statistical tests for computing the

statistical significanca of ganes that are diffarantially
exprassad batweaan two clusters,
Supervisad pradiction

19 [ Frame a therapautically relevant quastion and salaecta
homogeneous ot of patients accordingly.

20 Don't  Violata the fundameantal principle of classifier validation,
&, no preliminary use of the tasted samples.

21 Con't  Attemnpt to pradict cluster-defined classeas,

Evaluating tha pradiction on a separata tast sat

Usze statistical mathods suitad for tims-to-event data, unlass
you can ensura the absanca of bias dus to transformation.
Sea text and Supplemantary Fig. 2 favailabla onling).

This dogs not take into account the variance of tha ganas”
data valuss,

A sat of 10000 ganas will viald on average 500 falze-positive
genas if this thrashold is usad.

Lowernng the P valua thrashald for selection (a.g., to 001} is
tha simplast mathod, Others are availabla.

The rasult should be significant at .05 P valug leveal,

Supmrvised pradiction should be usad for this purpose, It
utilizes the outcomea information to optinmize pradictiva
accuracy. Sea text,

Supmrvised clustaning leads 1o a spurious correlation batweean
clustar and cutcoma, Saa text and Fig. 1.

Class discovery should not ba rasult driven.

Azzassing the raproducibility of clustar finding withaout
using extarral information makes class discovery mora
COMVINCING. See taxt,

Thesa tests assume indapendance batwaan class dafinition
and axpression profile data, which is not the casa for
clustar-dafinad classes.

Classifiers developad cutside a spacific therapeutical ly
ralavant context are unlikely 1o b useful and utilized. Sea
taxt.

Most of the “Don't ™ itams on validation proceduras are
illustrations of how this principle can be viclated, Sea taxt
and Fig. 2 and Supplermantary Fig. T @vailable onlina).

Classas should be defined indapendantly from the axprassion
profila data,

22 Don't  Use any information from the tast set for developing the The test sat is to & used exclusively for avaluating the
classifier. clagsifier parformance. Sea taxt and Fig. 2.

23 [his Accass the test sat only once and only for tasting tha The tast sat must not be usad to choose the bast cassifier,
samplas with tha fully spacified classifier devalopad Seoa text and Fig. 2.
from the training set.

24 Doy Usa the same cutcomea definition as the ons used in the
training sat.

{Table continuas)

4 4 | 154 (8of11)| |

=
)




£

Tools

‘h-_l ﬁ Search

Window  Help

T
N

[ select E'

@ = ©[m - O

@ Hep - I

TORFNE oF | 0O N Ll |

Cheacklist

C ormm et
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Usg all the samples from the dataset to develop the
classifier and tast tham.
Usa the same featura saelection for all iteration s,

FParforrmm a cross-validation procadura on a selaction of
outcome-ralatad diffarentially expressed ganas.

Raport the estimates for all the classification algenthrms if
savaral have baan tasted, not just the maost accurate,

Consider that testing a faw additional indepandant samplas
adds valus to a comactly crosswvalidated estimate of the
classifier pradiction accuracy.

Raport the fully spacified classifier with its parametars.

Raport the corractly validatad sensitivity and specificity or
positive and negative apparent pradictive values ifora
bimary cutcormia),

Usa an odds ratio to assess the parformance of the
pradiction (for a binary cutcormeal.

Raport the statistical significanca of the prediction accuracy
and, evan battar, of the sansitivity and speacificity for a
Limary cutcorma),

Usa a Fishar's exact test or chi-squars tast to assess tha
statistical significanca of the pradiction accuracy for a
Lirary cutcome,

Pay attention to the imbalancs between outcoma
catagorias whean interprating the pradiction accuracy of a
Lirary cutcome,

Usa the log-rank test for tasting the differenca in survival
betwean cross-validated groups.

Usa standard regression models, &.q., logistic regrassion
or proportional hazards model, with cross-validated
pradictad groups,

Azsass the utility of the prediction based on the valua
of the regression coafficient or on its Fvalus from
multivariabla ragression modals.

Azsass the added value of tha classifier by examining its
performmanca within tha levels of the standard prognostic
factors.

Azsass tha utility of the classifiarin a clinical context,
for the therapeutically relevant question, and plan, if
appropriata, further studies for axtarral validation.

The resubstitution astimate is not a croess-validation
procadura, Saa taxt and Fig, 2.

This inflates the astimate of tha prediction accuracy. Sea taxt
and Fig. 2.

Idam. Invalid atthough commanly done,

Howaver, this may ba valuable if the additicnal samples ara in
sufficiant number and ara represantative of the samples in
which the classifier might ba used in the futura, Soa taxt.

S it can be usad by othars. Paramaters are obtainad from
tha whola training set in a saparate test sat procedure ard
from the whola dataset in a cross-validation procadurs,

Racaiver-oparating charactanstic curvas may also e usad,
Sea text.

The odds ratio is a measure of association, not of pradiction
accuracy. See text and Supplemantary Fig. 2 lavailabla
onling).

It statas the probability of chtaining a prediction accuracy
a3 high as actually chserved if thare was no relationship
betwean the exprassion data and the outcoms. See text,

They do not test the statistical significance of the prediction.
Sea text and Supplamantary Fig. 2 {availabla onling).

0% prediction accuracy may be inadequats if outcome
catagonas are highly imbalancad, Sea taxt and
Supplarmentary Fig, 3 {available onling).

The test is invalid becausa of a deperdancy among casas
aftar cross-validation.

Idem.

Fagrassion coefficients are poor maasuras of prediction
accuracy, and the test of statistical significance simply
assessas if the coafficient is differant from 0. See taxt.

Other approaches can be used. Saa text,
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Good Microarray Studies Have
Clear Objectives

e Class Comparison

— Find genes whose expression differs among predetermined
classes, e.g. tissue or experimental condition

e Class Prediction
— Prediction of predetermined class (e.g. treatment outcome)
using information from gene expression profile
e Class Discovery

— Discover clusters of specimens having similar expression
profiles

— Discover clusters of genes having similar expression profiles



Class Comparison and Class
Prediction

e Not clustering problems
e Supervised methods



Class Prediction

» A set of genes is not a classifier

o Testing whether analysis of independent data results in
selection of the same set of genes is not an appropriate
test of predictive accuracy of a classifier
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Concordance among Gene-Expression—
Based Predictors for Breast Cancer

Cheng Fan, M.S,, Danlel 5. Ok, Ph.D,, Lodewyk Wessels, Ph.D
Britta Weigelt, Ph.D., Dimitry S.A0 Muoyren, M., Androw B, Nobel, Ph.D.,
Lawra | wan't Vieer, Ph.0.. and Charles M. Perou, Ph.D,

ABSTRACT
RACKSROUND

Gene-expression—profiling studies of primary brewst tumors performed by differ-
ent libomtories have resulted in the identification of a number of distinct prognos:
tic profiles, or gene sets, with little overlap in terms of gene identity.

METHODE

To compare the predictions derived from these gene sets for individual samples, we
obtained a single daa set of 295 samples and applied five gene-oxpression—bazed
muodels: intrinsic subtypes, 7ik-gene profile, wound response, recurrence score, and
the two-gene ratio (for patients who had been treared wich tamosifen),

RESULTS

We found thit most meodels had high mees of concordance in their outcome predic-
tions for the individual samples. In particular, almest all tomers identified as hav-
ing an intrinsie subtype of basal-like, HER2-positive ind estrogen-receptor-nega-
tive, or luminal B (@ssociated with 2 poor prognosis) were also classified as having
i poor Fgene profile, activited wound response, and high recurrence score. The
F0-gene and recurrence-score models, which are beginning to be used in cthe clini-
cal setting, showed 77 to 81 peroent agreement (0 outcome classificadon.

COMCLUSIGNS

Even though different gene sets were used for prognostication in patienss with
breast cancer, four of the five tested showed significant agreement in the outcome
predicrions for individual patients and are probably tracking a common set of bio-
logic phenotypes.
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Myth

 Complex classification algorithms such as
neural networks perform better than
simpler methods for class prediction.



 Artificial intelligence sells to non-
specialists who cannot distinguish hype
from substance.

 Comparative studies generally indicate
that simpler methods work as well or
better for microarray problems because
they avoid over-fitting the data.



L inear Classifiers for Two Classes

Fisher linear discriminant analysis

Diagonal linear discriminant analysis (DLDA)
assumes features are uncorrelated

Compound covariate predictor (Radmacher et
al )

Weighted voting (Golub et al.)

Support vector machines with inner product
kernel

Perceptron (Khan et al.)



Other Simple Methods

Nearest neighbor classification
Nearest k-neighbors

Nearest centroid classification
Shrunken centroid classification



Evaluating a Classifier

* Fit of a model to the same data used to
develop it Is no evidence of prediction
accuracy for independent data

 Demonstrating statistical significance of
prognostic factors is not the same as
demonstrating predictive accuracy



Split-Sample Evaluation

* Training-set
— Used to select features, select model type, determine
parameters and cut-off thresholds
e Test-set

— Withheld until a single model is fully specified using
the training-set.

— Fully specified model is applied to the expression
profiles in the test-set to predict class labels.

— Number of errors Is counted



Non-Cross-Validated Prediction

log-expression ratios

1. Prediction rule is built using full data set.

2. Rule i1s applied to each specimen for class
prediction.

full data set

specimens

Cross-Validated Prediction (Leave-One-Out Method)

1. Full data set is divided into training and
test sets (test set contains 1 specimen).
2. Prediction rule is built from scratch
using the training set.
3. Rule is applied to the specimen in the
test set for class prediction.
4. Process Is repeated until each specimen
has appeared once in the test set.

log-expression ratios

training set

specimens




e Cross validation is only valid if the test set is not used In
any way in the development of the model. Using the
complete set of samples to select genes violates this
assumption and invalidates cross-validation.

e With proper cross-validation, the model must be
developed from scratch for each leave-one-out training
set. This means that feature selection must be repeated
for each leave-one-out training set.

— Simon R, Radmacher MD, Dobbin K, McShane LM. Pitfalls in the analysis of DNA microarray data. Journal
of the National Cancer Institute 95:14-18, 2003.

 The cross-validated estimate of misclassification error is
an estimate of the prediction error for model fit using
specified algorithm to full dataset



Myth

o Split sample validation Is superior to
LOOCV for estimating prediction error
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Prediction Error Estimation: A Comparison of
Resampling Methods

Annette M. Malinaro™"! Richard Simon®, Ruth M. Pfeiffer®

*Blostalistics Branch, Division of Cancer Epidemiclogy and Genebics, NCI, MiH,
Rockville, MD 20852, "Department of Epidemiology and Public Health, Yale
Unfvarsity Schoal of Medicing, New Haven, CT 08520, “Biomedric Research Branch,
Diviston of Cancer Trealment and Diagrnastics, NCI, NIH, Rockeille, MD 20852

ABSTRACT

Muotivation: In genomic studies, thousands of lealures are
collected on relatively few samples. One of the goals of
these studies ks to bulld classfiers to predict the outcome of
future obeervations, Thers are three inherant steps to tis
procass: feelure selection, model selection, and prediction
sesessmant. With & focus on prediction assessment, We comm-
pare several methods for estimating the “rue’ prediction error
of a pradicticn modal in the presance of feature selaction,
Resulis: For small studies where features are selected from
thousands of candidates, the resubstitution and simple split-
sample estmates are sericusly biased. In these small samp-
ez, laave-ons-out (LOOCY), 10-old crass-validabon (CWV),
and the 832+ booltsirap have tha smallest bias for diago-
nal discriminant analysis, nearast naighbeor, and dassification
Irgas, LOOQCV and 10-fold GV have tha smallast bias for linear
discriminant analysis. Additionally, LOOGV, 5- and 10-fld GV,
and tha B32+ boatstrap hava tha kowes! maan squara arrar,
Tha B32+ bootstrap is quite biasad in small sampla sizes
with strong signal fo nolse ralios. Differences in perfarmancs
amaong resampling methods are reduced as the number of
specimens available increase.

Avnilability: A complate compilalion of resulls in lables and
figures |s available in Molinaro o ol (2005} R code for
simulalions and analyses is available from the authors,
Contact: Bnnette molinarofiiyele edu

1 INTRODUCTION

In genemic experiments one frequently encounters high
dimensional data and small sample sizes, Microarsays simul-
tnecusly moendior expression levels For several thonsands
of genes. Pretgomic profiling swdies using SELDI-TOF
(surface-entinced bser desorption and donization tme-of-
flight] measure siee and eharge of predeins and profein frag-
ments by mass speciroscopy, and result imoup to 15,000
imbengity levels at prespecified miass values for each spectrom.
Sample sizes m such experimenis are rppically less than LK.

1o i commesponideios sl b siessal

L iy studies observations are knowin o belong to pre-
determined classes and the task is to budd predictors or
classifiers for new observations whose class is unknown
Deciding which genes or proteomic measurements o include
in the prediction is called fowiure selecilon amd is 8 eru-
cial step in developing a class predicior, Including oo many
noisy variahles reduwces accuracy of the prediction and may
lead 1o ever-fiing of data, resulting in promising but often
non-reproducible resulis {Ranscholl, 2004).

Amnodher difficulty is model selection with numerous ¢las-
sification models available. An imporant siep in reporning
resulis is assessing the chosen model™s error rale, or gene-
ralzzability. In the absence of independent validation dat, &
commmon approach o estmatng predictve aceuracy 15 hased
o some form of resampling the ongimal doga, ep., eross-
walidation. These techmiques divade the data mto o learming
sel and o test set and range n complesity from the popular
learning-test gplit o v-fold cross-valdation, Momte-Carlo -
fold cross-valdatron, and bestsirap resampling. Few compa-
risons of stndard resampling methods have been performed
to v, aved ol of them exhibit imitations that make their
conclusions inapplicable o most genemic seitings, Barly
comparizons of resampling techniques in the leerature are
focussed on model selection a8 opposed to prediction erros
estmation |Breiman and Spector, 19462, Burman, 19890, In
two recent assessments of resampling technigues for error
estimation {Braga-Meto and Dougherty, 2004, Efron, 2004),
feature selection wis nod included as part of the resampling
procedures, causing the conclusions 1o be inappropriate for
the high-dimensional sening.

We have performed an extengive comparison of resamp-
ling methods 1o estimate prediction error using simadated
{large signal 1o noise mitol, microamay {ntermediate signal
1o noise ratio} and proteomic data (low signal 1o noise o),
encompassing increasing sample sizes with large numbers
of features. The mmpact of festure selection on the perfor-
mance of vanous cross validation owethods s highlighied.
Ihe results elucidate the "best” sesampling echnigues for

1) Dixiord Universty Press 2005



BRB-ArrayTools

e Contains analysis tools that | have selected as
valid and useful

* Analysis wizzard and multiple help screens for
biomedical scientists

* Imports data from all platforms and major
databases



Predictive Classifiers In
BRB-ArrayTools

 Classifiers

Diagonal linear discriminant
Compound covariate
Bayesian compound covariate

Support vector machine with
inner product kernel

K-nearest neighbor
Nearest centroid
Shrunken centroid (PAM)
Random forrest

Tree of binary classifiers for k-
classes

« Survival risk-group

Supervised pc’s

Feature selection options

Univariate t/F statistic
Hierarchical variance option
Restricted by fold effect
Univariate classification power
Recursive feature elimination
Top-scoring pairs

Validation methods

— Split-sample

— LOOCV

— Repeated k-fold CV
— .632+ bootstrap



BRB-ArrayTools

* Extensive built-in gene annotation and
linkage to gene annotation websites

e Extensive gene-set enrichment tools for
Integrating gene expression with pathways
and other biological information

* Publicly available for non-commercial use
— http://linus.nci.nih.gov/brb




BRB-ArrayTools

December 2006

6635 Registered users
1938 Distinct institutions
68 Countries

311 Citations



Conclusions

 Developments in biotechnology and tumor
biology make It increasingly feasible to
identify which patients are most likely to
benefit from a specified treatment



Achieving the potential of new technology requires

e Paradigm changes in study design, moving from
“correlative science” to predictive medicine

 New organizational structures and resource allocations
to foster excellence in interdisciplinary research among
biostatistical, laboratory and clinical scientists

— Traditional core support structures are ineffective for high level
collaboration

— Major studies continue to be poorly designed and analyzed
— Over-emphasis on software engineering at the expense of
biostatistical collaboration
 FDA policies that encourage development of classifier
targeted therapeutics
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