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Background
Gene expression microarray studies for several types of cancer have been reported to identify previously unknown subtypes of tumors. For breast cancer, a molecular classification consisting of five subtypes based on gene expression microarray data has been proposed. These subtypes have been reported to exist across several breast cancer microarray studies, and they have demonstrated some association with clinical outcome. A classification rule based on the method of centroids has been proposed for identifying the subtypes in new collections of breast cancer samples; the method is based on the similarity of the new profiles to the mean expression profile of the previously identified subtypes.

Methods
Previously identified centroids of five breast cancer subtypes were used to assign 99 breast cancer samples, including a subset of 65 estrogen receptor–positive (ER+) samples, to five breast cancer subtypes based on microarray data for the samples. The effect of mean centering the genes (i.e., transforming the expression of each gene so that its mean expression is equal to 0) on subtype assignment by method of centroids was assessed. Further studies of the effect of mean centering and of class prevalence in the test set on the accuracy of method of centroids classifications of ER status were carried out using training and test sets for which ER status had been independently determined by ligand-binding assay and for which the proportion of ER+ and ER− samples were systematically varied.

Results
When all 99 samples were considered, mean centering before application of the method of centroids appeared to be helpful for correctly assigning samples to subtypes, as evidenced by the expression of genes that had previously been used as markers to identify the subtypes. However, when only the 65 ER+ samples were considered for classification, many samples appeared to be misclassified, as evidenced by an unexpected distribution of ER+ samples among the resultant subtypes. When genes were mean centered before classification of samples for ER status, the accuracy of the ER subgroup assignments was highly dependent on the proportion of ER+ samples in the test set; this effect of subtype prevalence was not seen when gene expression data were not mean centered.

Conclusions
Simple corrections such as mean centering of genes aimed at microarray platform or batch effect correction can have undesirable consequences because patient population effects can easily be confused with these assay-related effects. Careful thought should be given to the comparability of the patient populations before attempting to force data comparability for purposes of assigning subtypes to independent subjects.

CONTEXT AND CAVEATS

Prior knowledge
Microarray data on the expression of multiple genes in a given sample have been used to classify breast and other cancers into subtypes that are associated with different clinical outcomes. A method had been proposed (the method of centroids) for assigning new samples to these subtypes based on the similarity of their expression profile to the mean expression profile of the previously identified subtypes.

Study design
New samples for which there was prior information on estrogen receptor status were assigned to previously identified breast cancer subtypes using the method of centroids, and the effect of subtype prevalence and systematic differences across datasets on assignment was assessed.

Contribution
This study identified a number of factors that can influence the accuracy of assignment of patient samples to previously identified cancer subtypes.

Implications
Careful consideration must be given to the comparability of patient populations and datasets in assigning samples to previously identified subtypes.

Limitations
A robust classification rule for assigning new samples that are not part of the original dataset from which the clusters were derived remains elusive.

with clinical relevance, one needs to develop an effective and reliable classification rule. Such rules are seldom provided in class discovery studies because class discovery methods such as clustering are suited for exploring the characteristics of a dataset for identifying new subtypes but not for deriving classification rules. Another challenge in projecting clustering results from one dataset to another is the existence of systematic study effects that affect the comparability of data across studies.

Grouping of breast tumors into subtypes (6–8) derived from gene expression microarray class discovery studies has received much attention (9,10). Perou et al. (7) adopted a class discovery approach using hierarchical clustering with the aim of discovering subtypes of breast cancer distinguished by different gene expression profiles. The analysis was later refined (6,8) by increasing the number of patient samples analyzed, redefining the subtypes, and showing an association of the five identified subtypes with clinical outcome. Sotiriou et al. (11) adopted a similar approach, whereas others used a supervised data analysis approach to identify new markers and molecular signatures to predict outcome or response to treatment (12–18).

Sørlie et al. (6) went beyond the mere discovery of the subtypes of breast cancer and defined a classification rule for projecting the clustering results from the original dataset (training set) to independent datasets (test sets). This classification rule, i.e., the method of centroids, was based on the similarity between the gene expression profile of samples from the test set and the centroids of the subtypes, with the centroid of a subtype defined as the vector containing the mean expression profile of all samples assigned to that subtype in the training set; the similarity between the new samples and centroids was measured by Pearson correlation. Subsequently, many investigators have used the method of centroids (19–26) or other ad hoc methods (27–36) to identify the five subtypes of breast cancer in their gene expression microarray studies. The possible implications of the putative subtypes for changes in clinical practice and the feasibility of performing the microarray assays in a robust and reproducible fashion in routine clinical settings have been less thoroughly addressed. Recently, concerns have been raised about the robustness (37) and the reproducibility of the subtypes (38) and about the lack of an operational definition of what constitutes each of them (39).

In this study, we explored the performance, as measured by classification accuracy rates, and robustness of the method of centroids, as proposed by Sørlie et al. (6), for projecting clustering results from one microarray dataset to another using real data examples and selected simulations. We examined how factors such as normalizations applied to microarray datasets and subtype prevalence influenced the ability to reliably project across datasets. The properties of some other classification methods are briefly described for purposes of discussing the generalizability of our results.

Methods
Subtypes of Breast Cancer and Their Centroids
The five subtypes of breast cancer examined in this study and defined by Sørlie et al. (6) are luminal A [based on 28 samples from the dataset of Sørlie et al. (6), 89% of which were estrogen receptor positive (ER+)], luminal B (11 samples, ER+: 82%), ERBB2+ (11 samples, ER+: 64%), basal (19 samples, ER+: 22%), and normal breast-like (10 samples, ER+: two out of three for which the data on ER status were available). Details on how the subtypes were identified by Sørlie et al. (6) in the training set can be found in the original publication.

We used the centroids of the five subtypes from the dataset of Sørlie et al. (6) that were obtained by averaging the expression levels of the intrinsic genes (genes whose expression varied the least in successive samples from the same patient’s tumor but which showed the most variation among tumors of different patients) for the samples assigned to each subtype. As a part of the preprocessing and normalization steps that were applied by Sørlie et al. (6), the expression of each gene was transformed, setting the mean (and eventually the median) expression for each gene equal to zero (genes were mean centered and median centered). In practice, to mean (or median) center a gene, the mean (or median) gene expression of the gene across all the arrays is subtracted from the expression of that gene in each array. Mean centering the genes was justified (6) as a necessary step for adjusting for array batch differences within the dataset of Sørlie et al. (6), and it was also used in one of the test sets (40) (see Supplementary Information for discussion of other justifications for mean centering genes and for discussion of other types of normalization [available online]).

Microarray Data
In addition to the centroids of the five subtypes (6), the examples presented in this paper use two previously published two-channel microarray gene expression datasets. One is the dataset of 99 samples from the population-based study of Sotiriou et al. (11)
that included 65 samples that were reported to be ER+ according to the ligand-binding assay. Three hundred thirty-six out of the 552 clones included in the intrinsic gene set of Sørlie et al. (6) were present on the microarrays of Sotiriou et al. (11). The other dataset consists of 117 samples from the study by van’t Veer et al. (12) and includes 71 patients that were reported to be ER+ (12). Details on data availability are reported in Supplementary Information (available online).

**Subtype Membership Assignment of Breast Cancer Samples**

The method of centroids, as proposed by Sørlie et al. (6), was used as the classification rule to predict breast cancer subtype membership for samples included in the dataset of Sotiriou et al. (11). We used the centroids defined by Sørlie et al. (6) and recorded which new samples would be considered nonclassifiable (6) because they had Pearson correlation less than .1 with all the centroids. We compared the classification results obtained with and without mean centering the genes in the dataset of Sotiriou et al. (11), both for the complete 99-sample dataset and for the subset of 65 ER+ samples. We evaluated whether the clusters found in the original dataset were also reliably identified in the new dataset by looking at the expression of genes that were previously used as markers to identify subtypes, by looking at the proportion of ER+ samples classified in each subtype, and by using the in-group proportion measure (38) (see Supplementary Information, available online).

**Exploration of the Properties of Class Assignments Methods Using ER Status Prediction**

We used the dataset of Sotiriou et al. (11) and the method of centroids to predict ER status and evaluate the effect of various factors on subtype assignments. These factors included the normalization step (i.e., mean centering the genes in training set and/or in the test set), the proportion of samples of each subtype in training and test datasets, the presence of systematic differences across datasets, and the use of an arbitrary cutoff point for the magnitude of the correlation for the purpose of identifying nonclassifiable samples.

ER status was known for all samples, assuming no measurement error. Therefore, we skipped the clustering step of class discovery on the training set and we were able to use the “true” ER status to identify the samples that were correctly classified in the test set.

**Assessment of the Effect of Subtype Prevalence.** To explore the effect of subtype prevalence in the test set on the accuracy of ER status assignment, we used the 99 samples from the dataset of Sotiriou et al. (11) with expression measurements for 751 clones obtained after elimination of genes showing minimal variation as previously described (11). We obtained a training set by randomly selecting a subset of 10 ER+ and 10 ER− samples from the ER+ and ER− subsets and derived the centroids. We kept the proportion of ER+ samples in the training set fixed because the proportion of samples from each class in the training set does not systematically affect the classification rule when using the method of centroids with Pearson correlation, regardless of whether the genes are mean centered.

Five test sets obtained from the collection of samples not in the training set were as follows: 1) all the samples not included in the training set (55 ER+ and 24 ER−); 2) the same number of ER+ and ER− samples (24 ER+ randomly selected from the 55 ER+ samples and 24 ER− samples); 3) 12 ER+ and 24 ER− samples randomly selected from the 55 ER+ samples and 24 ER− samples; 4) all the ER+ samples not included in the training set (55 ER+); 5) all the ER− samples not included in the training set (24 ER−). For each test set, the method of centroids was applied to predict ER status of the samples in the test set after centering or not centering the genes in the training and test sets. (See Supplementary Information for more details [available online]).

**Exploration of the Effect of Systematic Differences Across Datasets Using Real and Simulated Data.** We evaluated the effects of systematic assay-related differences between training and test sets with two different approaches. In the first approach, we used real data from Sotiriou et al. (11) and van’t Veer et al. (12) to predict ER class membership for the van’t Veer et al. (12) samples using the data of Sotiriou et al. (11) as a training set, both with and without mean centering genes in both datasets (see Supplementary Information for the details on which genes were used [available online]). We also conducted simulations in which we artificially introduced systematic study effects. (See Supplementary Information for details [available online]).

**Statistical Analyses**

To evaluate the accuracy of the method of centroids for predicting ER status under the various situations considered, a class-specific accuracy estimate for a given class was computed as the number of samples in the class that were correctly classified as belonging to it divided by the true number of samples in that class.

All survival curves presented were estimated using the Kaplan–Meier method as implemented in the freely available statistical software package R (41). Relapse-free survival for the patients included in the dataset of Sotiriou et al. (11) was obtained from the original publication and was defined as the interval elapsed between the date of breast surgery and the date of diagnosis of recurrent or second primary breast cancer (11).

The 95% confidence interval (CI) estimates for survival proportion at specific time points were calculated using the survfit() function of the survival library of R and were based on the log survival. Ninety-five percent confidence intervals for hazard ratio (HR) were calculated as in Simon (42), and the standard error was estimated using the survdiff() function of the survival library of R. To compare gene expression microarray–based measurements of estrogen receptor (ESR1) between identified subtypes, a log2-transformed ratio of the expression of the gene in each sample relative to common reference was calculated, and the means of these log2-transformed ratios were compared between subtypes using a two-sided t test with unequal variances (Welch test). Ninety-five percent confidence intervals for the ratio of the geometric means of the expression ratios between the two groups were calculated by forming a confidence interval for the difference in the mean log2-transformed expression ratios and back-transforming to the original scale.
Table 1. Subtype prediction of samples from the dataset of Sotiriou et al. (11)*

<table>
<thead>
<tr>
<th>Class</th>
<th>Predicted (p&lt;.1)†</th>
<th>ER+</th>
<th>Mean correlation (min–max)</th>
<th>Predicted (p&lt;.1)</th>
<th>ER+</th>
<th>Mean correlation (min–max)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luminal A</td>
<td>43 (5)</td>
<td>41</td>
<td>.22 (.07–.42)</td>
<td>59 (1)</td>
<td>55</td>
<td>.24 (.09–.40)</td>
</tr>
<tr>
<td>Luminal B</td>
<td>13 (2)</td>
<td>11</td>
<td>.17 (.04–.29)</td>
<td>1 (1)</td>
<td>1</td>
<td>.11 (.11–.11)</td>
</tr>
<tr>
<td>ERBB2+</td>
<td>13 (2)</td>
<td>6</td>
<td>.26 (.01–.41)</td>
<td>10 (0)</td>
<td>2</td>
<td>.13 (.04–.21)</td>
</tr>
<tr>
<td>Basal</td>
<td>21 (0)</td>
<td>0</td>
<td>.40 (.14–.54)</td>
<td>5 (0)</td>
<td>0</td>
<td>.19 (.14–.28)</td>
</tr>
<tr>
<td>Normal</td>
<td>9 (0)</td>
<td>7</td>
<td>.25 (.11–.46)</td>
<td>24 (2)</td>
<td>7</td>
<td>.21 (.05–.42)</td>
</tr>
</tbody>
</table>

* The prediction method is based on the method of centroids in which the centroids were defined using the data and intrinsic gene set of Sørlie et al. (6) (training set). Predicted = number of samples from the test set that were classified in the subtype; ER = estrogen receptor; ER+ = ER− positive status. Correlation = centered Pearson correlation.
† In the test set [data of Sotiriou et al. (11)].
‡ In parentheses, the number of samples for which the Pearson correlation (r) with the centroid of the predicted class was less than .1.

Results

Subtype Membership Assignment on Sotiriou et al. Dataset

The method of centroids was used to assign breast cancer subtypes to the 99 samples represented in the microarray dataset of Sotiriou et al. (11), both with and without mean centering the genes (Table 1, centered and noncentered analyses). The subtype assignments were strongly influenced by mean centering the genes; more than one-third of the samples were assigned to a different subtype when comparing centered and noncentered analyses (Fig. 1; Supplementary Table S1, available online).

When genes were not mean centered, luminal B (colored light blue in Fig. 1) and basal (red) subtypes were scarce, and about a quarter of the samples were classified in the normal breast-like subtype (green). Mean centering the genes caused samples to be reallocated, mostly from luminal A (dark blue) to luminal B...
Table 2. Subtype prediction of samples from the dataset of Sotiriou et al. (11) limited to samples with ER+*

<table>
<thead>
<tr>
<th>Class</th>
<th>With mean centering of genes</th>
<th>Without mean centering of genes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Predicted (p&lt;.1)‡</td>
<td>Mean correlation (min–max)</td>
</tr>
<tr>
<td>Luminal A</td>
<td>19 (6)</td>
<td>.18 (.05–.34)</td>
</tr>
<tr>
<td>Luminal B</td>
<td>13 (3)</td>
<td>.18 (.04–.29)</td>
</tr>
<tr>
<td>ERBB2+</td>
<td>11 (1)</td>
<td>.21 (.10–.34)</td>
</tr>
<tr>
<td>Basal</td>
<td>11 (5)</td>
<td>.12 (.00–.27)</td>
</tr>
<tr>
<td>Normal</td>
<td>11 (1)</td>
<td>.23 (.07–.45)</td>
</tr>
</tbody>
</table>

* The prediction method is based on the method of centroids in which the centroids were defined using the data and intrinsic gene set of Sørlie et al. (6) (training set). Predicted = number of samples from the test set that were classified in the subtype; ER+ = estrogen receptor positive status; ND = nondefinable estimate.
† In the test set [samples of Sotiriou et al. (11) with ER+].
‡ In parentheses, the number of samples for which the Pearson correlation (p) with the centroid of the predicted class was less than .1

subtypes and from normal breast-like subtype to basal and ERBB2 (pink) subtypes.

Although the true distribution of the samples from the test set according to the five previously identified subtypes is unknown, the results obtained with the centered analysis appeared more consistent with the subtype characteristics described by Sørlie et al. (6) than did results obtained without mean centering the genes. For instance, based on the results of Sørlie et al. (6), we would expect that most of the ER− samples would be classified in the basal subtype instead of the normal and we would expect some of the ER+ samples to be classified in the luminal B subtype. The results obtained with the centered analysis on the complete dataset were also more consistent with the patterns of gene expression that distinguish the subtypes as they were described by Sørlie et al. (6), and this conclusion was supported by visual inspection of the hierarchical clustering of the samples as depicted in the dendrogram in Fig. 1 together with their predicted subtypes and gene expression of a selected subset of genes (Supplementary Fig. S1 shows the expression of the complete intrinsic gene set, available online). The first three genes in Fig. 1 should be more expressed in the subtype that they represent (c-erb B2/neu [ERBB2] for ERBB2+ subtype, ESR1 for luminal A subtype, cytokeratin 5 [KRT5] for basal subtype). These genes are conventionally used as markers to subclassify luminal, ERBB2+, and basal subtypes by immunohistochemical staining (10,43). The set of proliferation genes (MYBL2, BUB1, TOP2A, and CENPF) should be highly expressed in basal and luminal B subtypes but not in the normal subtype (44,45).

The gene expression of most of the samples that were reallocated from normal to basal subtype by the centered analysis was consistent with the known characteristics of basal samples: they had low expression of ESR1 and high expression of basal cytokatin KRT5 and of other genes assigned to the basal cluster of Sørlie et al. (6). Unlike the normal samples, they had high expression of proliferation genes. In addition, the samples reallocated from luminal A to luminal B subtype showed characteristics that were consistent with the definition of the luminal B subtype, i.e., on average they had moderate expression of ESR1 and high expression of proliferation genes.

Next, we restricted our attention to the subset of 65 ER+ samples from the dataset of Sotiriou et al. (11). Subtype assignment of new samples is independent of the characteristics of the other samples in the test set if genes in the test set are not mean centered; therefore, classification results for noncentered data were the same as those discussed for the complete data. The classification did not seem to be reliable on this subset of samples when genes were mean centered. Although the luminal A subtype was somewhat more abundant than the other assigned subtypes, samples were roughly uniformly distributed across all the subtypes (Table 2; Supplementary Table S2, available online), contrary to the expectation based on the results of Sørlie et al. (6) that most of the ER+ samples would be assigned to luminal A or luminal B subtype. About half of the samples were assigned to nonluminal subtypes, which should contain the majority of ER− samples (Fig. 1; Supplementary Fig. S1, available online). The ER+ samples assigned to the basal subtype had on average a lower expression of ESR1, but at the same time their expression of KRT5 and of other genes from the basal cluster was not high, as should be expected for basal samples (Supplementary Fig. S1, available online). Therefore, even though the in-group proportion measure indicated support for the existence of all the subtypes (P<.10 for all subtypes; Supplementary Table S3, available online), mean centering the genes did not seem to provide a reliable classification when only ER+ samples were considered. The explanation for the fact that many of the samples were classified to a different subtype than the one assigned in the complete data analysis (28 out of 65) is that gene centering disrupts the correlations between the profiles in the test set and the training set centroids, and these correlations are the basis for the predictions. Moreover, the way in which the profiles in the test set are modified depends on the class distribution in the test set.

Effect of Subtype Prevalence in Test Sets

To explore further the properties of the method of centroids, we switched from breast cancer subtype projection to the simpler problem of predicting known ER status. As previously reported (40), it was possible to predict ER status with high predictive accuracy also on the dataset of Sotiriou et al. (11).

We considered five test sets that included different proportions of ER+ samples (Table 3) using the data of Sotiriou et al. (11). When genes were mean centered both in the training and the test set (Table 3; Supplementary Fig. S2, available online), there was a strong dependence of both overall predictive accuracy and
The predictive accuracy of the noncentered analysis was consistently better or equivalent to that obtained with the centered analysis. The drop in the predictive accuracy in the centered analysis particularly striking when the test set included only ER+ samples (38% of samples misclassified) or only ER− samples (47% of samples misclassified). The same samples were classified with high predictive accuracy when included in the test set with 55 ER+/24 ER− samples, where overall less than 20% of the samples were misclassified (Table 3; Supplementary Fig. S2, available online).

Misclassification of the subtypes could have important implications for clinical interpretation. When considering the test set that included only ER+ samples (test set 4), we observed a statistically significant difference in the relapse-free survival curves between the predicted ER+ and predicted (and misclassified) ER− samples (log-rank test \( P = .044, HR = 2.08 \) [ER+/ER−], 95% CI = 1.02 to 4.37, see Fig. 2). The two predicted classes had statistically significantly different mean levels of ER as measured by microarray (mean log2 ESR1 values 2.26 for predicted ER+ and 1.46 for predicted ER−, 95% CI for the ratio of the geometric means of the expression ratios [ER+/ER−] = 1.22 to 2.51, \( P = .003 \)).

In the centered analysis, the overall predictive accuracy decreased as the proportion of ER+ samples deviated from 50% in the test set and the class-specific predictive accuracy decreased as the proportion of samples in that class in the test set increased (see Table 3 for some examples). This result is not surprising because it can be demonstrated analytically (not shown) that the probability of assigning a sample to a class decreases as the proportion of samples from the test set in that class increases when using the method of centroids and mean centering the genes. Furthermore, the problems we observed in the centered analysis are not overcome when the prevalence of the subtypes in the training set is matched with the unknown prevalences in the test set but depend only on the prevalence of the subtypes in the test set.

We also performed a set of simulations based on multiple resamplings of the dataset of Sotiriou et al. (11) to assess whether the results that were observed using the five different test sets were independent of the specific choices of the training and test sets. Simulation results confirmed that when genes were mean centered there was strong dependence of the predictive accuracy on the

![Fig. 2. Kaplan–Meier estimates of disease-free survival curves of true and predicted estrogen receptor–positive (ER+) and ER− samples from the dataset of Sotiriou et al. (11). Gray lines: disease-free survival curves estimated with the method of Kaplan–Meier for ER+ (solid line) and ER− (dashed line) patients included in the dataset of Sotiriou et al. (11). Black lines: estimated disease-free survival curves for a test set that included 55 ER+ samples from the dataset of Sotiriou et al. (11), separately reported for the groups of predicted ER+ (solid line) and predicted ER− (dashed line) samples, together with the 95% confidence intervals estimated at three different time points. Predictions were obtained with the method of centroids, mean centering the genes in both training and test sets. The training set was based on 10 ER+/10 ER− samples. The number of patients at risk in the two predicted groups is reported at the bottom of the figure.](image)

### Table 3. ER class prediction results for five test sets with different prevalence of ER+ samples

<table>
<thead>
<tr>
<th>Test set†</th>
<th>Predicted ER+ (correct/incorrect)§</th>
<th>Predicted ER− (correct/incorrect)§</th>
<th>Predictive accuracy‡</th>
<th>Without mean centering of genes‡</th>
</tr>
</thead>
<tbody>
<tr>
<td>True ER+</td>
<td>Predictive accuracy $^{\text{a}}$</td>
<td>Predictive accuracy $^{\text{a}}$</td>
<td>ER+/ER−</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>57 (52/5)</td>
<td>22 (19/2)</td>
<td>95%/79%</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>27 (22/5)</td>
<td>21 (19/2)</td>
<td>92%/79%</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>16 (11/5)</td>
<td>20 (19/1)</td>
<td>92%/79%</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>52 (52/0)</td>
<td>3 (0/3)</td>
<td>95%/ND</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>5 (0/5)</td>
<td>19 (19/0)</td>
<td>ND/79%</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>24</td>
<td>25 (21/4)</td>
<td>88%/83%</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>23</td>
<td>23 (20/3)</td>
<td>82%/83%</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>20</td>
<td>20 (19/1)</td>
<td>92%/79%</td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>15</td>
<td>15 (10/5)</td>
<td>76%/62%</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>9</td>
<td>0 (0/9)</td>
<td>ND/62%</td>
<td></td>
</tr>
</tbody>
</table>

* The prediction method is based on the method of centroids in which the centroids were defined using the data of the most variable genes of Sotiriou et al. (11). ER = estrogen receptor; ER+ = ER− positive status; ER− = ER− negative status; ND = nondefinable estimate.
† The training set was the same for all the examples and was selected randomly sampling 10 ER+ and 10 ER− samples from the dataset of Sotiriou et al. (11).
‡ In both the training and the test sets.
§ Predicted ER+ is the number of samples from test set that were classified in the ER+ class; correct/incorrect indicates the number of correctly and incorrectly classified samples.
proportion of ER+ samples included in the test set (Supplementary Fig. S3, available online). In terms of overall predictive accuracy, centered and noncentered analyses gave comparable results when the proportion of ER+ samples in the test set was between 30% and 70% (see Supplementary Fig. S3, available online). When the proportion of ER+ and ER− samples was more unbalanced, the class-specific predictive accuracy of the less represented subtype was greatly reduced by mean centering the genes. The Supplementary Information (available online) reports a more thorough presentation of the simulation results, with additional details about the effect of mean centering on the correlations and on the proportion of nonclassifiable samples.

**Effect of Systematic Differences Across Datasets**

To evaluate the effects of potential systematic differences across datasets, we predicted ER class membership for samples from the dataset of van’t Veer et al. (12) using the data of Sotiriou et al. (11) as a training set. Overall predictive accuracy (91%) was the same whether genes were mean centered or not, although there were some minor differences in class-specific predictive accuracies. However, the low correlations observed with the noncentered analysis (always less than .16; Table 4) suggested that when genes were not mean centered, it was not possible to project ER status membership from the dataset of Sotiriou et al. (11) to that of van’t Veer et al. (12) for most of the samples (i.e., 91% of the samples had Pearson correlation less than .1 with all the centroids and would have been considered nonclassifiable; Table 4). This result was confirmed using simulated data (Supplementary Information, available online) in which systematic effects were artificially introduced into the data and in contrast to what was observed in the previous examples, where centering the genes reduced the correlations when training and test sets came from the same dataset. However, in both centered and noncentered analyses, designating samples as nonclassifiable on the basis of low correlation did not prove to be a reliable method of identifying incorrectly classified samples (Supplementary Information, available online).

**Discussion**

Gene expression microarray experiments and class discovery methods have been used to identify previously unknown subtypes of diseases. We focused on the molecular classification of breast cancer into subtypes (6–8) and addressed some recently raised concerns about the subtypes (37–39) through analysis of several real datasets and through resampling-based simulations.

We showed that many difficulties remain in validating and extending class discovery results to new samples and that projection of clusters from one dataset to another must be done with care. Centering of genes, proportion of samples from each of the subtypes present in the test set, and systematic study effects were identified as factors that play a role in how accurately subtypes that had been discovered in a previous dataset can be identified in an independent dataset. We found that the appropriateness of gene centering depends on the particular situation. If there is a clear additive and strong study effect but the two datasets arise from roughly similar populations, then centering may be helpful, even though we showed that matching the prevalence in the training and test set itself does not guarantee good performance of the classifier. If there are substantial study effects and differences in subtype prevalence, centering will not solve the problems posed by differences in training and test sets, so we recommend that careful consideration should be given to the comparability of patient populations. Unfortunately, in practice, patient population effect can easily be confused with microarray platform or batch effects. Most of the problems that we identified in our study that prevent projection of clusters from one dataset to another persisted when projection methods other than the method of centroids were used (see Supplementary Discussion section for more detailed discussion of this finding [available online]).

Other studies have attempted to reproduce subtypes in a new dataset without using a method of centroids-type projection but simply by clustering the new data using the set of genes defined in a previous dataset and assuming a similar number of clusters (27,28,30–32). This type of class assignment does not suffer from exactly the same problems that we pointed out for the method of centroids, but it still has many limitations. It is always possible to find a given number of subtypes in a new dataset using clustering techniques. However, clusters are not automatically associated to the subtypes and it can be problematic to assess if the subtypes found in new data correspond to those that were previously observed in a different dataset. These kinds of studies generally do not provide additional insight on how to classify new samples because it is still unclear how to classify a sample that is not part of the dataset that has been clustered. A robust classification rule for new samples remains elusive.

---

**Table 4.** ER class prediction results for the samples from the dataset of van’t Veer et al. (12) (test set) based on a predictor developed using data from the dataset of Sotiriou et al. (11) (training set)*

| Class                  | With mean centering of genes† | Without mean centering of genes||
|------------------------|-------------------------------|--------------------------------------------------|
|                        | True ER+ (p<.1)††             | True ER−                                       |
| Predicted ER+ (p<.1)   | 67 (4)                        | 7 (4)                                           |
| Predicted ER− (p<.1)   | 4 (2)                         | 39 (1)                                         |

* The prediction method is based on the method of centroids in which the centroids were defined using the data of the most variable genes of Sotiriou et al. (11). 
† Mean correlation (min–max) for samples from each of the subtypes present in the test set.
†† True ER+ is the number of samples that belong to the ER+ class in the test set.
§ Predicted ER+ is the number of samples from test set that were classified in the ER+ class.
|| In parentheses, the number of samples for which the Pearson correlation (p) with the centroid of the predicted class was less than .1.

ER = estrogen receptor; ER+ = ER− positive status; ER− = ER− negative status.
Some of the studies that claimed to have “validated” the breast cancer subtypes have focused on comparing the clinical outcome differences between subtypes assigned in an independent cohort with the differences previously reported for the subtypes (8,26,30). Although this approach can provide supporting evidence for an association between the gene expression profiles and clinical outcome, it does not provide a direct measure of the robustness of the specific clinical classification at an individual level, which is essential before assigning patients to subtypes in clinical practice for purposes of risk stratification or therapy selection (26,30). As we showed with the example of the two groups predicted as ER+ and ER− within the group of ER+ samples, even though a statistically significant difference in survival was observed between the two predicted groups, many patients were misclassified. If these incorrect groups had been used to determine which patients received endocrine therapy, it is possible that patients with moderate to weak ER expression (who were misclassified as ER−) could have been denied endocrine therapy from which they might have received clinical benefit. This situation might share some similarities with what has been observed for luminal A and luminal B subtypes of breast cancer (6), with patients with luminal B breast cancer having worse prognosis than patients with the luminal A subtype. Even though most luminal B samples are ER+, this subtype is characterized by lower expression of ER compared with the luminal A subtype (6). It is possible that the luminal A and luminal B subtypes lie on a biological continuum and that no clear delineation of the two groups really exists.

A clinically useful classifier for breast cancer subtypes must satisfy a number of conditions. It must unambiguously classify a new sample into a specific subtype independently of any other samples being considered for classification at the same time. The clinical meaning of the subtype assignment (e.g., survival probability or probability of response to a particular drug) must be stable across populations to which the classifier might be applied. The technology platform(s) that produce(s) the profiles must be stable enough so that when the same sample is assayed on different occasions it will with very high likelihood be classified to the same subtype. We have demonstrated in this paper that the currently claimed breast cancer subtypes fall substantially short of meeting all of these requirements.

Our study had some limitations. We focused solely on breast cancer gene expression microarray datasets, and we considered a limited number of cluster projection methods. It is possible that the strong effect of ER status on gene expression profiles and its major role in defining the putative breast cancer subtypes produced a particularly dramatic effect when ER distribution was perturbed and gene centering was used. However, given the wide attention that the breast cancer subtypes have received, we feel that the breast cancer examples are highly relevant. Although we did not provide a comprehensive evaluation of the performance of a large number of cluster projection methods, the fundamental difficulty in disentangling assay-related study effects from true biological difference in populations leads us to believe that identification of a universally robust cluster projection method with the ability to cross microarray platforms will be difficult. More reproducible approaches to profiling through the standardization of microarray methods or other technologies such as reverse transcription–polymerase chain reaction or immunohistochemistry will likely be helpful in achieving the necessary robustness of results to transform these promising findings to clinically useful tools.

References


Notes
We thank an anonymous referee whose thorough and constructive comments helped to substantially improve the manuscript. This study utilized the high-performance computational capabilities of the Biowulf/LoBoS3 cluster at the National Institutes of Health, Bethesda, MD. The authors take full responsibility for the study design, data collection, analysis and interpretation of the data, the decision to submit the manuscript for publication, and the writing of the manuscript.

Manuscript received December 5, 2006; revised September 7, 2007; accepted October 1, 2007.